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1. Introduction 
 

 Wireless sensor networks and other data stream-based systems may be subject to higher input rates 

than their resources can handle. When overloaded, the system must utilize some scheme to overcome this 

difficulty while maintaining quality, throughput, and latency requirements. One common way of dealing 

with this problem is the use of compression to reduce the amount of data flowing through the system. 

 Due to the limited storage and processing power of wireless sensors, the methods for compression 

within such networks must be have low associated costs for performing the compression. Also to achieve 

savings within the network compression must be done without global knowledge of the data. 

 Many current methods sacrifice latency [1], scalability [2], or quality [3] to achieve improvements in 

bandwidth utilization and throughput. 

 We propose a two-layer compression scheme that reduces the amount of data flowing through the 

network while avoiding the above sacrifices. In the first layer, the data is transformed using delta 

compression then the second layer compresses the delta values. No delay is needed to collect similar values 

and the data can be decompressed at the sinks or base stations without any loss in granularity or accuracy. 

Also the compression can be done on any size data set with any range of possible values. Preliminary 

simulations show promising results for several real-life data sets. 

 

2. Delta compression 
 

 In delta compression data is stored in relation to differences between similar pieces of data. Delta 

compression is most often used to compress similar files [4] or web pages [5]. 

 In a wireless sensor network, sensor readings and other streamed values can be expressed as the 

change in the value from some expected value. In many data sets, with well chosen expected values, these 

changes tend to be small relative to the range of possible values and lead to a high frequency of values 

within a small range. 

 Relative frequencies of change values tend to fit "bell-shaped" statistical distributions. These change 

values can then be compressed using standard compression techniques such as Huffman coding [6]. In 

addition to data size reduction the bell-shaped nature of the frequency histogram allows for compression of 

the lookup tables for the Huffman codes. 

 

3. Obtaining expected values 
 

 The higher the variance in the frequency histogram, the smaller the compression ratios can be. The 

expected values can be based on historical data or determined dynamically over some subset of the current 

data. 

 

3.1 Mean 
 

 The most basic method for obtaining an expected value would be to use the mean value of the data. 

However, while the typical bell-shaped nature of the data centered about the mean would allow for the 

reduced lookup table, the compression would be no better than simply applying Huffman coding to the 

original data. 

 

 

 



3.2 Previous value 
 

 In many sensor network applications the data tends to increase or decrease over time and often the 

values differ little from the previous value. In data sets analyzed the frequency histograms based on a 

previous value expectation often were tightly clustered around the expected value with a sharp spike at no 

change. This method also tends to give the data a more symmetrical distribution making the lookup table 

reduction more effective. 

 

3.3 Prediction models 
 

 More sophisticated prediction models for the data would lead to even tighter clustering around the 

expected values. Prediction models also allow for more scalability to a wider range of data sets and 

applications. However, this reduces the ability to form generalized solutions. Currently we are researching 

prediction models for sensor networks to attempt to find a small set of models that will effectively represent 

a significant percentage of data sets. 

 

4. Limitations and Conclusions 
 

  In order to achieve data reduction by compressing the data sacrifices must be made to processing time 

on the individual sensing nodes. Also, storage requirements would increase to accommodate the lookup 

tables and prediction models. However, in wireless networks the limiting resource is often bandwidth and 

the reduction in data and buffer sizes could cause a net gain in storage. 

 If the data in the network is uniformly distributed, delta compression offers no savings at all. However, 

uniform data is fairly rare in wireless sensor networks and no compression scheme to date is effective on 

such data. 
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