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Abstract—In this paper, a one-layer recurrent neural network is presented for solving pseudoconvex optimization problems subject to linear equality constraints. The global convergence of the neural network can be guaranteed even though the objective function is pseudoconvex. The finite-time state convergence to the feasible region defined by the equality constraints is also proved. In addition, global exponential convergence is proved when the objective function is strongly pseudoconvex on the feasible region.
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I. INTRODUCTION

Consider the following constrained nonlinear optimization problem:

\[
\begin{array}{ll}
\text{minimize} & f(x) \\
\text{s.t.} & Ax = b
\end{array}
\]  

where \( x \in \mathbb{R}^n \) is the vector of decision variables, \( A \in \mathbb{R}^{m \times n} \) is of a coefficient matrix with full row-rank (i.e., \( \text{rank}(A) = m \leq n \)), and the objective function \( f(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) is differentiable, bounded below, locally Lipschitz continuous [1], [2] and pseudoconvex on the feasible region \( \{ x | Ax - b = 0 \} \).

In this paper, we assume that problem (1) has at least one finite solution. Constrained optimization with pseudoconvex objective functions has widespread applications, such as fractional programming [3], [4], frictionless contact analysis [5], applications in economics [6], and computer vision [7].

Since Tank and Hopfield’s pioneering work on a neural network approach to linear programming [8], the design, and applications of recurrent neural networks for optimization have been widely investigated. For example, the Lagrangian network for solving nonlinear programming problems with equality constraints [9], the deterministic annealing network for convex programming [10], the Lagrangian network for solving nonlinear programming problems with equality constraints [9], [11], the projection-type neural network for convex programming [12], and a generalized neural network for nonsmooth nonlinear programming problems [13] were developed. Recently, several recurrent neural networks with discontinuous activation functions were proposed for solving optimization problems [10], [14]–[23]. Specifically, a nonfeasible gradient projection recurrent neural network was proposed [20] and thoroughly analyzed for convex optimization problems and extended to nonconvex optimization with nonlinear constraints [24]. In particular, a one-layer recurrent neural network for non-smooth convex optimization subject to linear equality constraints was presented [18]. In a recent work, the neural network was applied for constrained sparsity maximization in compressive sensing [25].

In addition to convex optimization, it was shown [26] that pseudomonotone variational inequality and pseudoconvex optimization problems with bound constraints can be solved by using the projection neural network [27], [28]. In this paper, a one-layer recurrent neural network is presented for solving pseudoconvex optimization problems subject to linear equality constraints. The scope of neurodynamic optimization can be expanded from convex optimization problems to pseudoconvex ones.

The remainder of this paper is organized as follows. The related preliminaries and model descriptions are presented in Section II. In Section III, we discuss the stability of the one-layer recurrent neural network. The global convergence, global asymptotic stability, and global exponential stability of the neurodynamic system are delineated under different conditions. Two numerical examples are presented in Section IV. In Section V, an application for chemical process data reconciliation is discussed based on pseudoconvex performance criterion and the present recurrent neural network. Finally, Section VI concludes this paper.

II. PRELIMINARIES

In [18], a one-layer recurrent neural network was proposed for non-smooth convex optimization

\[
\frac{dx}{dt} \in -Px - (I - P)\nabla f(x) + q, x_0 = x(t_0) \tag{2}
\]
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where \( x \) is the state vector, \( \epsilon \) is a positive scaling constant, \( I \) is an identity matrix, \( P = A^T (A A^T)^{-1} A \), \( q = A^T (A A^T)^{-1} b \), and \( \partial f(x) \) is the sub-differential of \( f(x) \).

In particular, when \( f \) in (1) is differentiable, \( \nabla f(x) \) is used instead of \( \partial f(x) \) as the gradient of \( f(x) \)

\[
\frac{dx}{dt} = -P x - (I - P) \nabla f(x) + q, \quad x_0 = x(t_0).
\]

However, its global convergence results are established for convex optimization problems only, and theoretically its state reaches the feasible region only when time approaches to infinity. To achieve the finite-time convergence to the feasible region and global convergence to optimal solutions for pseudo-convex optimization problems, the model is modified to

\[
\frac{dx}{dt} = -P x - (I - P) \nabla f(x) - A^T g(Ax - b), \quad x_0 = x(t_0) \quad (3)
\]

where \( g = (g(x_1), g(x_2), \ldots, g(x_m))^T \) and its component is defined as

\[
g(x_i) = \begin{cases} 
1, & \text{if } x_i > 0, \\
0, & \text{if } x_i = 0, \ (i = 1, 2, \ldots, m) \\
-1, & \text{if } x_i < 0.
\end{cases}
\]

For the convenience of later discussions, several definitions and theorems on pseudoconvex optimization are introduced below.

**Definition 1:** A differentiable function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be pseudoconvex on a set \( \Omega \) if \( \forall x, y, \in \Omega, x \neq y \)

\[
\nabla f(x)^T (y - x) \geq 0 \Rightarrow f(y) \geq f(x).
\]

The function \( f \) is said to be strictly pseudoconvex on \( \Omega \) if \( \forall x \neq y \in \Omega \)

\[
\nabla f(x)^T (y - x) > 0 \Rightarrow f(y) > f(x)
\]

and strongly pseudoconvex on \( \Omega \) if there exist a constant \( \beta > 0 \) such that \( \forall x \neq y \in \Omega \)

\[
\nabla f(x)^T (y - x) \geq 0 \Rightarrow f(y) > f(x) + \beta \|x - y\|_2^2
\]

where \( \| \cdot \|_2 \) is the \( L_2 \)-norm, which will be written as \( \| \cdot \| \) hereafter.

**Definition 2:** A function \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is said to be pseudomonotone on a set \( \Omega \) if \( \forall x, x' \in \Omega, x \neq x' \)

\[
F(x)^T (x' - x) \geq 0 \Rightarrow F(x')^T (x' - x) \geq 0.
\]

A very important result on pseudoconvex optimization is given by the following lemma, and its proof follows directly from Theorem 4.3.8 in the reference.

**Lemma 1** [29]: For (1), if the Karush–Kuhn–Tucker (KKT) conditions hold at a feasible solution \( \bar{x} \), i.e., \( \exists y \in \mathbb{R}^m, \nabla f(\bar{x}) - A^T y = 0 \), then \( \bar{x} \) is a global optimal solution to (1).

### III. Global Convergence

In this section, we analyze the global convergence of the recurrent neural network (3). The dynamical system is described by an ordinary differential equation with a discontinuous right-hand side, and Filippov solution is considered in this paper. First of all, the definition of global convergence is given. Afterward, Theorem 1 discusses the finite-time convergence of the states to the feasible region of (1). In Theorems 2 and 3, the Lyapunov stability of the proposed neural network is proved, based on which the globally convergence to the optimal solution of (1) is then shown. Theorem 4 reveals the exponential convergence of the neural network when the gradient of the optimal function \( \nabla f(x) \) is strongly pseudomonotone.

The state vector of the neural network (3) is said to be globally convergent to an optimal solution of (1) if for any \( x(t) \) of the neural network with initial point \( x_0 \in \mathbb{R}^n \), such that \( \lim_{t \to +\infty} x(t) = x^* \), where \( x^* \) is an optimal solution. The existence of the solution can be derived from the locally Lipschitz continuity of the objective function \( f(\cdot) \) and Proposition 3 in [30]. The solution for discontinuous system may not be unique [31], and the LaSalle invariant set theorem does not require the uniqueness of the solution.

Denote the feasible region as \( \mathcal{S} = \{ x | Ax = b \} \).

**Theorem 1:** The state vector of the recurrent neural network (3) is globally convergent to the feasible region \( \mathcal{S} \) in finite time by \( t_{\mathcal{S}} = \epsilon \| Ax_0 - b \|_1 / \lambda_{\min} (A A^T) \) and stays there thereafter, where \( x_0 \) is the initial value, and \( \lambda_{\min} \) is the minimum eigenvalue of the matrix.

**Proof:** Note that \( \mathcal{B}(x) = \| Ax - b \|_1 \), which is convex and regular, by using the chain rule [32], [13], we have

\[
\frac{d}{dt} \mathcal{B}(x) = \zeta^T \frac{dx(t)}{dt} \quad \forall \zeta \in \partial \mathcal{B}(x(t)) = A^T K [g(Ax - b)]
\]

where \( K(\cdot) \) denotes the closure of the convex hull, i.e., the Filippov set-valued map [30], and \( \hat{x}(t) \) is given by (3).

From the definition of \( P \), we know that \( A(I - P) = A - A A^T (A A^T)^{-1} A = 0 \). Thus for any \( x_0 \in \mathbb{R}^n \), when \( x(t) \in \mathbb{R}^n \setminus \mathcal{S} \), we have

\[
\exists \eta \in K[g(Ax - b)] \text{ such that } \frac{d}{dt} \mathcal{B}(x) = -1 \epsilon \| A^T \eta \|_2.
\]

For any \( x \in \mathbb{R}^n \setminus \mathcal{S}, Ax - b \neq 0 \). So at least one of the components of \( \eta \) is 1 or -1. On one hand, since \( A \) has full row-rank, \( A A^T \) is invertible. It follows that:

\[
\| (A A^T)^{-1} A A^T \eta \| = \| \eta \| \geq 1.
\]

Since \( A A^T \) is positive definite, we have

\[
\| A A^T \eta \| = \eta^T A A^T \eta \geq \lambda_{\min} (A A^T) \| \eta \|^2 \geq \lambda_{\min} (A A^T) \| \eta \|^2.
\]

Thus

\[
\frac{d}{dt} \mathcal{B}(x(t)) \leq -\frac{1}{\epsilon} \lambda_{\min} (A A^T) < 0.
\]

Integrating the both sides of (6) from \( t_0 = 0 \) to \( t \), we have

\[
\| Ax(t) - b \|_1 \leq \| Ax_0 - b \|_1 - \frac{1}{\epsilon} \lambda_{\min} (A A^T) t.
\]

Thus, \( Ax(t) - b = 0 \) as \( t = \epsilon \| Ax_0 - b \|_1 / \lambda_{\min} (A A^T) \). That is, the state vector of neural network (3) reaches \( \mathcal{S} \) in finite time and an upper bound of the hit time is \( t_{\mathcal{S}} = \epsilon \| Ax_0 - b \|_1 / \lambda_{\min} (A A^T) \).

Next, we prove that, when \( t \geq t_{\mathcal{S}} \), the state vector of neural network (3) remains inside \( \mathcal{S} \) thereafter. If not so, assume that
the trajectory leaves $S$ at time $t_1$ and stays outside of $S$ for almost all $t \in (t_1, t_2)$, where $t_1 < t_2$. Then, $\|A(x(t_1)) - b\|_1 = 0$, and from above analysis, $\|A(x(t)) - b\|_1 < 0$ for almost all $t \in (t_1, t_2)$ which is a contradiction. That is, the state vector of neural network (3) reaches the equality feasible region $S$ by $t_S$ at the latest and stays there thereafter.

**Theorem 2:** Let $f(x)$ be pseudoconvex on $S$. The state vector of the neural network (3) is stable in the sense of Lyapunov and globally convergent to the equilibrium point set for any $x_0 \in \mathbb{R}^n$. In particular, assume that $f(x)$ is strictly pseudoconvex on $S$, then the neural network (3) is globally asymptotically stable.

**Proof:** Denote $\bar{x}$ as an equilibrium point of (3), i.e., $0 \in A^T K[g(\bar{x} - b)] + (I - P)\nabla f(\bar{x})$. Since by Theorem 1, any trajectory $x(t)$ will converge to the feasible region $S$ in finite time $t_S = \epsilon \|A(x_0) - b\| / \lambda_{\min}(AA^T)$, and will remain in $S$ forever, i.e., $\forall t \geq t_S, x(t) \in S$. As a result, it suffices to show the stability of the system with $x(t) \in S$.

Consider the following Lyapunov function:

$$V_1(x) = f(x) - f(\bar{x}) + \frac{1}{2}\|x - \bar{x}\|^2. \quad (7)$$

Clearly, $\forall x \in S$ and $x \neq \bar{x}, V_1(x) > 0, 0 = \eta \in K[g(Ax - b)]$, and $Ax - b = 0$. So $A(\bar{x} - x) = 0$, and $(x - \bar{x})^TP = (x - \bar{x})^T(AAA^T)^{-1}A = [A(x - \bar{x})]^T(AAA^T)^{-1}A = 0$, as well as $P^T(x - \bar{x}) = 0$. Since $x = P^T x + (I - P)^T x$ and $(I - P)^T \nabla f(\bar{x}) = 0$, as a result

$$\nabla f(\bar{x})^T (x - \bar{x}) = \nabla f(\bar{x})^T \left[ P^T(x - \bar{x}) + (I - P)^T (x - \bar{x}) \right] = [(I - P)\nabla f(\bar{x})]^T (x - \bar{x}) = 0. \quad (8)$$

By the pseudoconvexity of $f(x)$ on $S$, we know that $\nabla f(x)$ is a pseudoconvex monotone mapping on $S$ [33]. Thus from (8), we know that for any $x \in S$ and $x \neq \bar{x}, \nabla f(x)^T (x - \bar{x}) \geq 0$

$$\frac{dV_1(x)}{dt} = \nabla V_1(x)^T \frac{dx}{dt} = -\nabla f(x)^T (I - P)\nabla f(x) + A\nabla f(x)^T \nabla f(x) + (x - \bar{x})^TP\nabla f(x) \leq -\|I - P\|\nabla f(x)^2 \leq 0. \quad (9)$$

Furthermore, $dV_1(x)/dt = 0$ if and only if $(I - P)\nabla f(x) = 0$, since $f(\cdot)$ is locally Lipschitz continuous, from LaSalle invariant set theorem [30, 34], [35] $x(t) \rightarrow \Omega = \{x | \nabla V_1(x)/dx = 0\}$. Now we show that $\{x | dV_1(x)/dt = 0\}$ is the same set as $\{x | dx/dt = 0\}$. From (9), it is obvious that $dV_1(x)/dx = 0 \Rightarrow (I - P)\nabla f(x) = 0$. Since the assumption that $x(t) \in S$ has been made at the beginning of the proof, we have $0 \in K[g(Ax - b)]$. Thus $dV_1(x)/dx = 0 \Rightarrow (I - P)\nabla f(x) = 0 \Rightarrow dx/dt = 0$. For any $x$ that satisfies $dx/dt = 0$, it is clear that $dV_1(x)/dx = 0 \Rightarrow (I - P)\nabla f(x) = 0 \Rightarrow dx/dt = 0$. As a result, $x(t) \rightarrow \Omega = \{x | dV_1(x)/dx = 0\} = \{x | dx/dt = 0\}$, thus the neural network is stable in the sense of Lyapunov and globally convergent to the equilibrium points set.

If $f(x)$ is strictly pseudoconvex on $S$, $\nabla f(x)$ is a strictly pseudoconvex monotone mapping on $S$ [33]. From, we know that thus from (8), then $\forall x \in S$ and $x \neq \bar{x}, (x - \bar{x})^T\nabla f(x) > 0$. From (9), we know that $\forall x \in S$ and $x \neq \bar{x}, dV_1(x)/dt < 0$, and $dV_1(x)/dt = 0$ if and only if $x = \bar{x}$. Also $f(x) > f(\bar{x})$ can be derived from $\nabla f(x)^T (x - \bar{x}) = 0$ for any $x \in S$ since $f(x)$ is strictly pseudoconvex. As a result, $\bar{x}$ is a unique equilibrium point. Thus if $f(x)$ is strictly pseudoconvex on $S$, the neural network (3) is globally asymptotically stable.

**Theorem 3:** Let $f(x)$ be pseudoconvex on $S$. The state vector of the neural network (3) is globally convergent to optimal solution set of (1) for any $x_0 \in \mathbb{R}^n$. In addition, when $f(x)$ is strictly pseudoconvex on $S$, the neural network (3) is globally convergent to the unique optimal solution $x^*$ of (1).

**Proof:** From Theorem 2, we know that the (3) is stable in the sense of Lyapunov, an globally convergent to equilibrium point set $\Omega = \{x | dx/dt = 0\}$. As $0 \in -(I - P)\nabla f(\bar{x}) - A^T K[g(\bar{x} - b)]$ holds for any $\bar{x}$ and $P = A^T (AA^T)^{-1}A$, we have

$$0 \in \nabla f(\bar{x}) - A^T \left(AA^T \right)^{-1} A \nabla f(\bar{x}) + A^T K[g(\bar{x} - b)].$$

Let $y \in (AA^T)^{-1}A \nabla f(\bar{x}) - K[g(\bar{x} - b)]$. Then $\nabla f(\bar{x}) - A^T y = 0$, which means $\bar{x}$ satisfies KKT condition of (1). Considering Lemma 1, we can conclude that any equilibrium point $\bar{x}$ of (3) is an optimal solution $x^*$ of (1). Thus the neural network (3) is globally convergent to the optimal solution set of (1).

For strictly pseudoconvex optimization, since the solution $x^*$ is unique, it is obvious that the neural network (3) is convergent to the optimal solution of (1).

**Theorem 4:** Let $\nabla f(x)$ be strongly pseudomonotone on $S$. For any initial point $x_0 \in \mathbb{R}^n$, the state vector of the neural network (3) is exponentially convergent to the optimal solution $x^*$ of (1) after $t \geq t_S$.

**Proof:** By the strongly pseudomonotone of $\nabla f(x)$ on $S$, in since (8) we have $\nabla f(\bar{x})^T (x - \bar{x}) = 0, \exists \gamma > 0$, such that $\forall t > t_S$

$$\nabla f(x)^T (x - \bar{x}) \geq \gamma \|x - \bar{x}\|^2$$

where $\bar{x}$ is an equilibrium point that satisfies $0 \in -A^T K[g(\bar{x} - b)] - (I - P)\nabla f(\bar{x})$.

Consider the following Lyapunov function:

$$V_2(x) = \frac{1}{2} \|x - \bar{x}\|^2. \quad (10)$$

We have

$$\frac{dV_2(x)}{dt} \leq -(x - \bar{x})^T \nabla f(x) \leq -\gamma \|x - \bar{x}\|^2 = -2\gamma V_2(x).$$

As a result, $\forall t \geq t_S$

$$V_2(x(t)) \leq V_2(x(t_S)) \exp(-2\gamma (t - t_S)).$$

From Lemma 1 and the proof in Theorem 3, as $\nabla f(x)$ is strongly pseudomonotone on $S$, $f(x)$ is pseudoconvex on $S$. Thus we know that $\bar{x}$ satisfies KKT condition and is the optimal solution $x^*$. Because $V_2(x) = 0$ if and only if $x = \bar{x}$, the neural network (3) is exponentially convergent to the optimal solution $x^*$ of (1) after $t \geq t_S$.

Note that any strictly convex quadratic function is also strongly pseudoconvex. Thus the state vector of the neural network...
network (3) is also exponentially convergent to the optimal solution for strictly convex quadratic optimization subject to linear equality constraints.

IV. NUMERICAL EXAMPLES

To demonstrate the performance of the one-layer neural network in solving pseudoconvex optimization problems with linear equality constraints, two illustrative examples are given in this section. Many functions in nature are pseudoconvex, such as Butterworth filter functions, fractional functions, and some density functions in probability theory. Among them, the Gaussian function as shown in Fig. 1 is chosen in Example 1, and quadratic fractional function is chosen for Example 2. In the following simulations, the differential equation defined by (3) is solved using MATLAB r2008a ode45 algorithm on a 2.4 GHZ Intel CoreTM2 Qrad PC running Windows Vista with 2.0 GB main memory.

Example 1: Consider the following pseudoconvex optimization problem with linear equality constraints:

\[
\begin{align*}
\text{minimize} & \quad - \exp\left(-\sum_{i=1}^{2} \frac{x_i^2}{\sigma_i^2}\right) \\
\text{s.t.} & \quad Ax = b
\end{align*}
\]  

where \( x \in \mathbb{R}^2, \sigma = (1, 1)^T \), the elements of \( A = [0.787, 0.586] \) and \( b = 0.823 \) randomly drawn from the uniform distribution over \((0, 1)\). Obviously, the objective function is locally Lipschitz continuous and strictly pseudoconvex on \( \mathbb{R}^2 \).

Since the conditions in Theorems 1–3 hold, the one-layer recurrent neural network (3) is globally asymptotically stable and capable of solving this optimization problem. Fig. 2 is the state phase plot of the neural network (3) from 20 random initial points converge to the feasible set \( S = \{ x \mid Ax - b = 0 \} \) in finite time, and then converge to \( x^* \). It is also obvious that the state variables stay in the feasible region \( S \) once into it. Fig. 3 shows the transient states of the neural network (3) with \( \epsilon = 10^{-6} \) in Example 1, where 20 random initial points are generated from the uniform distribution over \((-1, 1)\).

The projection neural network [27] and the two-layer recurrent neural network [21] are also used for solving the same problem (11). As there is no bound constraints, the projection neural network will degeneration to the Lagrangian network [9], [36] which is given by the following equations where \( x \) is the output state vector and \( y \) is the hidden state vector:

\[
\frac{dx}{dt} = -\nabla f(x) + A^Ty \\
\frac{dy}{dt} = -Ax + b.
\]

The global convergence of the Lagrangian network for convex optimization was studied in [11]. However, global convergence is not guaranteed for pseudoconvex problems.
Fig. 4 shows the transient states of both the Lagrangian network (in dashed line) and the two-layer recurrent neural network (in continues line) in Example 1, where two random initial points are generated from the uniform distribution over \((-2, 2)\) for models. It is obvious that the state vectors of both the Lagrangian network and the two layer recurrent neural network oscillate and do not converge to \(x^*\) for this example.

Furthermore, consider (11) in a higher-dimension case with \(n = 5\), where \(\sigma = [1, 1/2, 1/4, 1/2, 1]^T\). \(A \in \mathbb{R}^{3 \times 5}\) and \(b \in \mathbb{R}^3\) are drawn from the uniform distribution over \((0, 1)^5\). Fig. 5 depicts the transient states of the one-layer recurrent neural network (3) with \(\epsilon = 10^{-6}\), where five random initial points are generated from the uniform distribution over \((-1, 1)^5\). It also shows the global convergence of the states to the unique optimal solution of the problem.

FIG. 5. Transient states of the one-layer recurrent neural network (3) from 5 random initial points \((n = 5)\) in Example 1.

Example 2: One of the important classes of pseudoconvex optimization problems is the quadratic fractional programming problem

\[
\begin{align*}
\text{minimize} & \quad c^T x + c_0 \\
\text{s.t.} & \quad A x = b \\
\end{align*}
\]

where \(Q\) is an \(n \times n\) positive semidefinite matrix, \(a, c \in \mathbb{R}^n\), and \(a_0, c_0 \in \mathbb{R}\). It is known that the objective function is pseudoconvex on the half space \(\{x | c^T x + c_0 > 0\}\).

Let \(n = 4\)

\[
Q = \begin{pmatrix} 5 & -1 & 2 & 0 \\ -1 & 5 & -1 & 3 \\ 2 & -1 & 3 & 0 \\ 0 & 3 & 0 & 5 \end{pmatrix}, \quad a = \begin{pmatrix} 1 \\ -2 \\ -2 \\ 1 \end{pmatrix}, \quad c = \begin{pmatrix} 2 \\ 1 \\ -1 \\ 0 \end{pmatrix},
\]

\[
A = \begin{pmatrix} 2 & 1 & -1 & 0 \\ 1 & 0 & 2 & -2 \end{pmatrix}, \quad b = \begin{pmatrix} 4 \\ 5 \end{pmatrix}, \quad a_0 = -2, \quad c_0 = 5.
\]

As \(Q\) is symmetric and positive definite in \(\mathbb{R}^4\), the objective function is pseudoconvex on the feasible region \(\{x | Ax = b\}\) [3]. Fig. 6 depicts the transient states of the one-layer recurrent neural network (3) with \(\epsilon = 10^{-6}\), where ten random initial points are generated from the uniform distribution over \((0, 5)^4\). It shows the global convergence to the unique optimal solution of the problem.

Fig. 7 shows the transient states of both the Lagrangian network (in dashed line) and the two-layer recurrent neural network (in continues line) in Example 2, with a random initial point generated from the uniform distribution over \((0, 5)\).

V. DATA RECONCILIATION

Measured process data usually contain several types of errors. It is important to understand what is wrong with the values obtained by the measurement and how they can be adjusted [37]. Data reconciliation is a means to adjust process data measurements by minimizing the error and ensuring constraint satisfaction, which is a way to improve the quality...
of distributed control systems. A good estimation is usually defined as the optimal solution to a constrained maximum likelihood objective function subject to data flow balance constraints. Real-time data reconciliation is necessary to make properly use of the large amount of available process information.

This section reports the results of the proposed neurodynamic optimization approach to data reconciliation. It is shown in literature that Cauchy (Lorentzian) function is the most effective generalized maximum likelihood objective function with higher data reconciliation performance [38]. The benefit for using neural networks for data reconciliation is that the proposed neural dynamic system can achieve the optimal solution in very little time, which makes real-time data reconciliation possible.

Total error reductions (TER) [39] is often used to evaluate the data validation performance

\[
TER = \max \left\{ 0, \sqrt{\frac{\sum_{i=1}^{n}((y_{i} - z_{i})/\sigma_{i})^{2}}{\sum_{i=1}^{n}((x_{i}^{*} - z_{i})/\sigma_{i})^{2}}} \right\}.
\]

The range of TER is \([0, 1]\) and it reaches its maximum when the optimal solution \(x^{*}\) is exactly the same as the true value \(z\).

In the following experiments, the measurement sets \(y_{i}\) are generated for each variable by adding noise from Cauchy and normal distributions with equal probability to true value \(z_{i}\). For the gross errors, outliers are created in ten percent randomly selected measurements by adding or subtracting \(10 - 100\) percent of the true values. The lower bounds on the measurement variables are set to 50 percent of the true values and the upper bounds to twice of the true values.

**Example 3:** Consider a chemical reactor with two entering and two leaving mass flows [40]. The four variables are related by three linear mass balance equations, where

\[
A = \begin{bmatrix} 0.1 & 0.6 & -0.2 & -0.7 \\ 0.8 & 0.1 & -0.2 & -0.1 \\ 0.1 & 0.3 & -0.6 & -0.2 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix},
\]

\[
\sigma = \text{diag}(0.00289, 0.0025, 0.00576, 0.04), \quad z = (0.1850, 4.7935, 1.2295, 3.880)^T.
\]

Figs. 8 and 9 show, respectively, the transient states of the neural network (3) and the performance index value TER with five random initial states and the same errors. It shows the global convergence of the neurodynamic optimization approach.
Example 4: Consider a recycle process network, where seven streams are identified with overall material balance as four linear equality constraints [41], where

\[
\begin{pmatrix}
1 & -1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & -1
\end{pmatrix},
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\]

\[
\sigma = \text{diag}(1.5625, 4.5156, 4.5156, 0.0625, 3.5156, 0.3906, 0.3906)
\]

\[
z = (49.5, 81.5, 85.3, 10.1, 72.9, 25.7, 50.7)^T.
\]

Fig. 10 shows the transient states of the neural network.

Example 5: Consider a steam metering system with 28 measured variables and twelve linear equality constraints [42] (detailed information for this example is not listed here since space is limited). Fig. 11 shows transient states of the neural network.

Fig. 12 depicts the performance index TER during the convergent processes in Examples 4 and 5. It shows that there are mainly two parts in this transient behaviors: at first, the state vector \( x \) converges to a feasible point (that satisfies linear constraints) in a very short time, during which the TER value may even decrease, and then converges to the optimal solution of the problem, where the TER value increases and reaches its maximum value.

Table I summarizes the results of Monte Carlo tests with random errors of 100 runs. The average, maximum (max), and minimum (min) values of TER with Cauchy errors and

### Table I

<table>
<thead>
<tr>
<th>Example</th>
<th>Gaussian</th>
<th>Cauchy</th>
<th>Average</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.751</td>
<td>0.757</td>
<td>0.992</td>
<td>0.424</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.764</td>
<td>0.789</td>
<td>0.898</td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.466</td>
<td>0.526</td>
<td>0.558</td>
<td>0.205</td>
<td></td>
</tr>
</tbody>
</table>
also average TER of Gaussian ones are compared. Obviously, the results with Cauchy errors are better than those with Gaussian ones.

VI. CONCLUSION

In this paper, a single-layer recurrent neural network for solving pseudoconvex optimization problems with linear equality constraints was proposed based on an existing model for convex optimization. The reconstructed recurrent neural network was proven to be globally stable in the sense of Lyapunov, globally asymptotically stable, and globally exponentially stable when the objective function is pseudoconvex, strictly pseudoconvex, and strongly pseudoconvex in the feasible region, respectively. Simulation results on numerical examples and applications for chemical process data reconciliation were elaborated upon to substantiate the effectiveness and performance of the recurrent neural network.
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