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Abstract It is well-known that the uncertainties in measuring relative attenuation factors within a local or regional seismic network are usually high, due to noise of different kinds and unrealistic assumptions. Numerical experiments using nine synthetic seismograms, created using $t^*$ values ranging from 0.1 to 0.9 sec, reveal that the commonly used spectral ratio method is strongly affected by the selection of data processing parameters such as width of the spectral smoothing window, reference station, and so on. The numerical experiments demonstrate that a Bayesian nonlinear inversion approach that directly matches the spectra is better at finding the correct parameters used to generate the synthetic seismograms. The Bayesian inversion approach uses a priori information to simultaneously search for the $t^*$ values, the common spectrum for all the records from an event, and the near-receiver amplification factors by using all the recordings from an event. When $z$, the ratio of Gaussian noise to signal, $\leq 0.1$, the spectral ratio and Bayesian methods yield similar results with mean $t^*$ measurement errors $<0.05$ sec. For $0.1 < z \leq 0.8$, the mean errors of the spectral ratio method are larger than 0.1 sec and in some cases as large as 0.6 sec, while those of the Bayesian method are less than 0.08 sec. Frequency-independent $t^*$ and near-receiver amplification factors are assumed. A multi-step procedure is proposed to reject records with a large misfit.

Introduction

Measurements of seismic wave attenuation factors, quantified by $t^*$ or travel time over $Q$, provide important information about the physical state of the earth (e.g., Knopoff, 1964; Anderson, 1967; Solomon and Toksöz, 1970; Jackson and Anderson, 1970; Der et al., 1975; Taylor et al., 1986). However, the uncertainties of measurements are usually high, due to different kinds of noise and unrealistic assumptions. An important criterion for any practical method is the stability of the measurements with regard to data processing parameters. In this study, synthetic data are used to compare two methods for finding the $t^*$ values used in creating the data. It was found that a Bayesian nonlinear inversion method is better than the popular spectral ratio method.

The amplitude spectrum of event $k$ recorded by station $i$, $A_{ik}(f)$ can be written as (e.g., Teng, 1968)

$$A_{ik}(f) = S_k(f)G_{ik}(f)R_{ik}(f)I_i(f),$$ (1)

where $S_k(f)$ is the spectrum of source waveform $S(t)$, $G_{ik}(f)$ is that of a Green's function $G(t)$, $R_{ik}(f)$ is that of the near-receiver effects, and $I_i(f)$ is that of the instrument response. The spectrum of the Green's function can be written as

$$G_{ik}(f) = \exp[-\pi ft^*_k(f)],$$ (2)

where $t^*_k$ is the attenuation factor that is defined as the ratio of travel time to the effective mean quality factor $Q$; that is,

$$t^*_k(f) = \frac{\int_{\text{path}} ds}{V(s, f)Q(s, f)}.$$ (3)

where $V(s, f)$ is the instantaneous velocity of body waves. Both $V$ and $Q$ are in general a function of location as well as frequency.

The main causes of high measurement uncertainties include the following: (1) noise caused by natural and cultural activities; (2) scattering caused by velocity fluctuations (Richards and Menke, 1983); (3) Near-receiver topographic effects (e.g., Vidale et al., 1991; Frankel and Leith, 1992); (4) focusing/defocusing of energy from sedimentary lens structures (e.g., Gao et al., 1996); (5) frequency dependence of $t^*_k(f)$ when a frequency-independent approach such as the spectral ratio method is used (e.g., Anderson and Given, 1982); (6) uncertainties in the determination of source-related effects such as focal mechanisms and radiation patterns; and (7) interference from other arrivals that can be avoided by using phases that are well separated from other possible arrivals, and by careful selection of time windows for the computation.
A large portion of the noise introduced in the above processes can be characterized as random. In this study, we use Gaussian-noise-added synthetic data to test the capability of two approaches, the commonly used spectral ratio method and a less commonly used Bayesian nonlinear inversion approach in finding the correct $t^*$. 

Data Generation

The nine synthetic seismograms (Fig. 1) are generated by using the inverse Fourier transforms of the spectra computed using equations (1) and (2) by letting $R_i(f) = 1$ and $I_i = 1$. The source spectrum, $S(f)$, is taken as the Fourier transform of a typical short-period teleseismic body-wave record. Note that because only one event is involved, the event subscript $k$ is omitted. Each record is assigned a different attenuation factor ranging from 0.1 to 0.9 sec using $t^* = i \times 0.1$, where $i$ is the record number. Also shown in Figure 1 are the peak amplitudes of the resulting records. Gaussian noise of different levels is added to the synthetic seismograms; that is,

$$W(t) = W_0(t) + z \times N(t),$$

where $W(t)$ is the synthetic data, $W_0(t)$ is the signal that is the convolution of $S(t)$ and $G(t)$ in equation (1), $N(t)$ is a series of random numbers with a Gaussian distribution of zero mean and unit variance, and $z$ is the relative noise level ranging from 0 to 0.8 times the absolute peak value of $W_0(t)$. The Gaussian noise was generated using a random number generator (Press et al., 1992). Care has been taken to ensure that the noise on different records are independent. The sampling rate of the synthetic records is 10 samples per second. Examples of the synthetic records and their Fourier spectra are shown in Figure 2, where $z = 0.3$ is used.

Spectral Ratio Method

Most seismic body-wave attenuation studies have used the spectral ratio method (e.g., Teng, 1968; Solomon and Toksöz, 1970; Der and McElfresh, 1976). In this method, the spectral ratio between two stations, station $i$ and the reference station $j$, is used to determine $t^*_i$, the relative attenuation factor between the two stations.

From equation (1), after instrument correction and under the assumption that

$$\ln \frac{R_i(f)}{R_j(f)} = C,$$

where $C$ is a constant, the logarithm of the spectral ratio becomes a linear function of frequency, and the difference
in \( t^* \), \( \delta t^*_f \), can be obtained by fitting the logarithm of the spectral ratio with a straight line; that is,

\[
\ln \frac{A_i(f)}{A_f(f)} = C - \pi \delta t^*_f. \tag{6}
\]

To calculate \( \delta t^*_f \), a time window of 12.8 sec was taken starting from 6.4 sec before the onset of the signal, and a noise section of the same length was taken before this time window. Both sections were tapered with a cosine taper. Fourier amplitude spectra were obtained from both sections and smoothed with a moving window of a chosen width. Estimation of signal spectra was obtained by subtracting the smoothed noise spectra from the total spectra. Data processing parameters include the following:

- \( F \) : length of frequency window for smoothing.
- \( T \) : length of time window for computing spectra. \( T = 12.8 \) sec is used. When the method is applied to real data sets, some care has to be taken to window out the arrival of interest so as to avoid interference of secondary arrivals.
- \( T_0 \) : time before the onset of actual signal. In this study we use \( T_0 = T/2 = 6.4 \) s. This will put the onset of the actual signal at the center of the tapering window.
- \( SN \) : cutoff ratio between total amplitude and noise amplitude. Data points with a ratio smaller than \( SN \) are rejected. In this study, we use \( SN = 2.0 \).
- \( bp_1, bp_2 \) : bandwidth for spectral ratio. In this study, we use \( bp_1 = 0.1, bp_2 = 2.0 \) Hz. Therefore the number of spectral points is \( (bp_2 - bp_1)/\Delta f + 1 = 24 \), where sampling rate in the frequency domain \( \Delta f = 1/(0.1 \times 128) \) Hz.
- \( S_0 \) : reference record.

Measured and fitted spectral ratios using low-noise data \( (z = 0.1) \) are shown in Figure 3a. The slopes of the fitted straight line divided by \(-\pi\) are the \( t^* \) values relative to that of record 1, which is 0.1 sec. Another example with \( z = 0.3 \) is shown in Figure 3b, where about \( \frac{1}{3} \) of the data points were rejected, because the total amplitude is less than \( SN \) times the noise amplitude at these frequencies on either of the two records involved in the calculation of spectral ratio. By varying some of the data processing parameters mentioned above, we found that the spectral ratio method is not stable for data with high \( z \). For instance, in Figure 3c, we used exactly the same parameters as those used in Figure 3b, except that record 5 instead of record 1 was used as the reference record. The resulting \( t^* \) values relative to record 1 are very different between the two tests, with differences as large as 0.1 sec. For noisier data, the difference could be as large as 0.3 sec. Different \( F \) values also result in significantly different results, as shown in Figures 3d and 3b, where \( F = 4 \) points and 2 points, respectively.

The mean measurement errors for different \( z \) values are shown in Figure 4. When \( z \leq 0.1 \), the errors of the measurements are within 0.05 sec. For \( 0.1 < z \leq 0.8 \), the mean errors are larger than 0.1 sec and in some cases as large as 0.6 sec. Figure 4a was obtained using \( F = 2 \) points and record 1 as the reference record. Results shown in Figure 4b were obtained using \( F = 2 \) but record 5 as the reference record. Figure 4c was obtained using \( F = 4 \) points and record 1 as the reference record. Comparison of Figures 4a, 4b, and 4c indicates that the selection of reference record and the length of smoothing windows affect the measurements strongly.

### Common Spectrum Method

The spectral ratio method uses a single reference record to determine \( t^* \). As demonstrated above, results from such a method are often unstable. They are strongly affected by the spectrum of the reference record. To overcome such a problem, Halderman and Davis (1991) used a nonlinear inversion procedure, called the common spectrum (CS) method. They used the inversion method in Bevington (1969) to directly match the observed spectra. A similar approach was used by Andrews (1986) for simultaneous inversion of source spectra, local site amplification effects, and attenuation effects. The CS method uses all the spectra from an event to simultaneously invert for \( t^* \), the near-receiver term \( (R \) in equation 1), and a common spectrum for the event.

After the seismograms were corrected to a standard response, equations (1) and (2) indicate that the spectrum recorded by the \( i \)th station from the event \( A_i(f) \) can be expressed as

\[
A_i(f) = C(f)R(f) \exp(-\pi t^*_f), \tag{7}
\]

where \( f \) is frequency, \( C(f) \) is the common spectrum for the event, and \( R(f) \) is the near-receiver effects that are assumed to be frequency and source-location independent. Unlike the approach used by Andrews (1986), the original form of (7) rather than its logarithmic form is used in CS, in order to avoid overweighting near-zero data points, as suggested by Halderman and Davis (1991).

We use a Bayesian approach for the nonlinear inversion (Tarantola and Valette, 1982; Mats'ura and Hirata, 1982; Jackson and Mats'ura, 1985) to search for \( t^*_f, R_0, \) and \( C(f) \). The Bayesian approach uses \( a priori \) information to choose the starting parameters and constrain the final solution to be within \( a priori \) bounds. A brief summary of the procedure used in this study is found in the Appendix. Data processing parameters affecting the results include the following:

- \( T, T_0, SN, bp_1, bp_2 \) : same as in the SR method;
- \( a_0 \) : starting estimates for \( C(f), R_0, \) and \( t^*_f \). We use the mean spectrum of all the records from a given event as the starting estimates for \( C(f) \); \( R_0 \) values are initially set equal to 1, and the starting estimates for the \( t^*_f \) values
Figure 3. Examples of "observed" (circles) and fitted spectral ratios (line) obtained using the spectral ratio method. The resulting $t^*$ values shown at the lower-left corners of each diagram are relative to the reference record. For easy comparison with the true $t^*$ values, a certain number was added to the resulting $t^*$ values so that the $t^*$ for record 1 is always 0.1 sec. In (a), $z = 0.1$, $F_x = 2$ points, and record 1 is the reference record; in (b), $z = 0.3$, $F_x = 2$ points, and record 1 is the reference record; in (c), $z = 0.3$, $F_x = 2$ points, and record 5 is the reference record; and in (d), $z = 0.3$, $F_x = 4$ points, and record 1 is the reference record.
Nloop: the number of iterations for the inversion.

$a_0$: standard deviations of $a_0$. Together with $a_0$, the selection of $a_0$ is the most important step in the Bayesian inversion. It reflects the confidence limits for $a_0$. A parameter with a larger $a_0$ is more likely to be modified during the inversion than the ones with smaller $a_0$. Because we have large uncertainties on $t^*$ values computed by the spectral ratio method, a large standard deviation (0.5 sec) is used for all nine records. The standard deviations for $C(f)$ are taken as 10, which is about 100% of the peak value of the mean spectrum. For $R_i$, we use $a_0 = 0.1$.

$N_{\text{loop}}$: the number of iterations for the inversion.

Note that $F_s$, the length of frequency window for smoothing is not used in this method; that is, no smoothing is performed, and no reference record is needed. In this study, we use nine synthetic seismograms, each with 24 frequency points. Therefore, the number of data points in the inversion is 216. The total number of parameters is 42, which includes 24 data points in $C(f)$, 9 $R_i$'s, and 9 $t^*$'s.

Examples of observed and fitted Fourier spectra are shown in Figure 5. For $z = 0.1$, the match is excellent with a final sum of squared residuals less than 0.5 for all of the records. For $z = 0.3$, the resulting $t^*$'s are much closer to the true values than those from the SR method (Figs. 5b, 3b, and 3c).

Measurement errors increase with $z$, as indicated by the mean measurement errors for different $z$ values shown in Figure 6. All the measurement errors are less than 0.08 sec. Most of the errors are less than $\frac{1}{2}$ of those from the SR method (Fig. 6b).

**Discussion**

The main reason for the obvious advantage of the CS method over the SR method is that the latter method is strongly affected by the spectrum of the reference record. On the other hand, by finding and simultaneously using a common spectrum, the level of random noise is reduced to about $1/\sqrt{n}$ in the common spectrum, where $n$ is the number of records used.

If the shape of the source spectrum can be roughly estimated by using recordings from near-source stations or other methods, the CS method can be used to fine-tune the source spectrum and to calculate the absolute $t^*$ along the entire path using data from a local or regional seismic network. The starting values for $C(f)$ in equation (7) are now the estimated source spectrum, and their $\sigma$ values are related to the uncertainties in the initial estimates. A similar approach has been used by Andrews (1986) to determine source parameters. Others (e.g., Hartzell, 1992; Kato et al., 1995) used the idea of Andrews (1986) in the study of local site effects on direct $P$ and $S$ waves, by using all the recordings from all the events in a single inversion.

The CS method assumes that before a seismic wave reaches the uppermost layer of interest, the spectrum of the arriving wave is the same (or very similar) beneath all the stations in a network. If the dimension of the network is small, for example, comparable to the thickness of the crust, the effects of $Q$ heterogeneity in the subcrustal mantle are small, and the observed $\delta t^*$ values should be small and related to crustal effects. On the other hand, $\delta t^*$ values observed using a regional network are usually large and are mostly related to mantle effects.

The CS method assumes that both $t^*$ and $R$ are frequency independent and that all the instruments are normalized to a standard response; that is, $I(f)$ in equation (1) is the same for all the stations in the array. Occasionally, these assumptions do not reflect the reality. For instance, in some cases, it is found that $Q$ is strongly dependent on frequency for high-frequency body waves (Anderson and Given, 1982). Local site effects can also be frequency dependent, such as reverberations in sedimentary layers. If
Figure 5. "Observed" (circles) and fitted (line) Fourier spectra using the CS method. A certain number was added to the resulting $t^p$ values shown at the upper-left corners of each diagram, so that the $t^p$ for record 1 is always 0.1 sec. (a) is for $z = 0.1$, and (b) is for $z = 0.3$. Note that only data points with SN $\geq 2.0$ are plotted and used in the fitting.
We found that a station rejected by one event was usually beneath most of the stations are frequency independent and problem, we propose a multi-step Bayesian inversion procedure. At each step of the inversion, a certain number of iterations are performed. Records with a misfit larger than a cutoff value are rejected from the next step. The underlying effects, \( C(f) \) estimated using all the records is biased. A biased \( C(f) \) would lead to errors in the estimation of \( t^* \) even for stations with frequency-independent \( t^* \)'s. To solve this problem, we propose a multi-step Bayesian inversion procedure. At each step of the inversion, a certain number of iterations are performed. Records with a misfit larger than a cutoff value are rejected from the next step. The underlying assumption for this multi-step procedure is that \( R^* \) and \( R \) beneath most of the stations are frequency independent and that the instrumental response for most of the stations is accurately corrected. Preliminary results using data from the Baikal seismic array (e.g., Gao, 1995) indicate that these assumptions are acceptable. For a typical event, about 20% of the stations were rejected after the first round of iteration. We found that a station rejected by one event was usually rejected by other events, implying that at least one of the three parameters \([R, R^*, I(f)]\) differs in a way that violates the assumptions of the CS method.
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## Appendix

### Nonlinear Bayesian Inversion

The method that we used to search for the optimal parameters is nonlinear Bayesian inversion (Taranata and

Figure 6. (a) Mean measurement errors over all nine records from the CS method at different noise levels. (b) Ratios of the errors between those shown in Figures 4(a) and 6(a).
The relations shown in equation (7) can be generalized as
\[ y = f(x, t) + e, \]  
(A1)
where \( y \) is an \( n \)-vector of observed data, \( x \) is an \( m \)-vector of unknown parameters to be found, \( t \) is an independent variable, \( f \) is an \( n \)-vector of known functions, and \( e \) is an \( n \)-vector of Gaussian errors with zero means and known covariance for the observed data. In the study, nine synthetic records were used, each with 24 data points. Therefore, \( n = 216 \).

The unknown parameters include 24 points in the common spectrum, 9 frequency-independent amplification factors, and 9 \( t^* \) values. Therefore, \( m = 42 \).

The Bayesian approach uses some \textit{a priori} information of the form
\[ z = g(x, t) + d, \]  
(A2)
where \( z \) is a vector of \textit{a priori} information, \( g \) is a vector of known functions of the \( m \) unknown parameters, and \( d \) is a vector of Gaussian errors with zero means and known covariance for the \textit{a priori} information.

In this study, \( z \) is a 42-vector containing preliminary estimates of the parameters, that is, \( g(x, t) = x \). Parameters 1 to 9 are relative \( t^* \) values determined from the SR method, parameters 10 to 33 are estimates of the common spectrum obtained from averaging of the normalized raw spectra, and parameters 34 to 42 are \textit{a priori} estimates of the local site amplification factors that are initially assigned to be 1.0. The magnitude of \( d \) relative to \( z \) reflects the uncertainties in the \textit{a priori} estimate. An \textit{a priori} estimate with a large \( d \) implies that it is more likely to be modified during the inversion than the ones with smaller \( d \).

Expansion of (A1) and (A2) in Taylor series about the starting parameters \( \{x_{01}, x_{02}, \ldots, x_{0m}\} \) gives
\[ y_k = f(x_{01}, x_{02}, \ldots, x_{0m}, t_k) \]
\[ + \frac{\partial f}{\partial x_j} \bigg|_{x=x_0} (x_j - x_{0j}) + \delta_1 + e_k, \]  
(A3)
and
\[ z_k = g(x_{01}, x_{02}, \ldots, x_{0m}, t_k) \]
\[ + \frac{\partial g}{\partial x_j} \bigg|_{x=x_0} (x_j - x_{0j}) + \delta_2 + d_k, \]  
(A4)
where \( \delta_1 \) and \( \delta_2 \) are negligible higher-order terms.

Let
\[ y_k' = y_k - f(x_{01}, x_{02}, \ldots, x_{0m}, t_k), \]  
(A5)
where
\[ x_k' = (x_k - x_{0k}), \]  
(A6)
\[ A_j' = \frac{\partial f}{\partial x_j} \bigg|_{x=x_0}, \]  
(A7)
\[ z_k' = z_k - g(x_{01}, x_{02}, \ldots, x_{0m}, t_k), \]  
(A8)
and
\[ B_j' = \frac{\partial g}{\partial x_j} \bigg|_{x=x_0}, \]  
(A9)
by ignoring higher-order terms \( \delta_1 \) and \( \delta_2 \), (A3) and (A4) can be written as the following linear forms:
\[ Y' = A'X' + e, \]  
(A10)
\[ Z' = B'X' + d. \]  
(A11)
Because in this study \( g = x \), \( B' \) becomes a unit matrix.

To standardize, we apply two diagonal matrices, \( F \) and \( G \), to (A10) and (A11) so that
\[ F^TF = E^{-1}, \]  
(A12)
and
\[ G^TG = D^{-1}, \]  
(A13)
where \( E \) and \( D \) are covariance matrices satisfying
\[ E = ee^T, \]  
(A14)
and
\[ D = dd^T. \]  
(A15)
Two new matrices can be formed by letting
\[ Y'' = \begin{pmatrix} FY' \\ GZ' \end{pmatrix}, \]  
(A16)
\[ A'' = \begin{pmatrix} FA' \\ GB' \end{pmatrix}. \]  
(A17)
The problem can then be expressed in the most general linear form
\[ Y'' = A''X'' + e', \quad e' \sim N(0, I). \]  
(A18)
The estimated parameters are calculated using
\[ \hat{x} = H'Y'' = H'Y' + K'Z', \]  
(A19)
where the inverse matrices
\[ H'' = (A^{\text{T}} A)^{-1} A^{\text{T}}, \quad (A20) \]

\[ H' = (A^{\text{T}} E^{-1} A' + B^{\text{T}} D^{-1} B')^{-1} A^{\text{T}} E^{-1}, \quad (A21) \]

\[ K' = (A^{\text{T}} E^{-1} A' + B^{\text{T}} D^{-1} B')^{-1} B^{\text{T}} D^{-1}. \quad (A22) \]

Iterations are performed by replacing starting parameters in equation (A3) with \( \hat{x} \) in equation (A19) until a satisfactory match between the calculated and the observed data is obtained. About 150 iterations were used in this study.
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