Simulation and optimization of polymer-coated microsphere resonators in chemical vapor sensing
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This study presents a chemical vapor sensor based on polymer-coated microsphere resonators. A theoretical simulation of the sensor response is performed, and optimization of the polymer layer thickness is investigated. Results show that the sensor exhibits a good linearity and a low detection limit of the refractive index change. Especially at the thermostable thickness of the polymer layer, the refractive index detection limit of the wavelength around 780 nm can be as low as \( \sim 2 \times 10^{-8} \) refractive index unit for a spectral resolution of 10 fm, without any temperature control. Because of the good sensing performance and simple manipulation, the proposed sensor is a very promising platform for chemical vapor detections. © 2011 Optical Society of America
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1. Introduction

Optical microresonators of various shapes, such as microspheres \([1–3]\), microdisks \([4]\), and microtubes \([5,6]\), have attracted a good deal of attention in sensing applications. In such resonators, the light propagates in the form of whispering gallery modes (WGMs) due to the total internal reflection of the light along the curved boundary between the high and low refractive index (RI) materials. Resonators with WGMs can achieve extremely high \(Q\) factors, and thus provide an effective long interaction length between the light and the analytes \([7]\). This would significantly reduce the amount of samples needed for detections, compared with conventional waveguide based sensors. For instance, a \(Q\) factor on the order of \(10^9\) has been reported for WGMs in fused-silica microspheres \([8]\).

More recently, it has been discovered that the unique combination of optical microresonators and polymer materials could be used to develop highly sensitive optical chemical sensors \([9–12]\). As shown in Fig. 1, the optical microresonator is functionally coated with a thin layer of polymer. When interacting with vapor molecules, the polymer undergoes RI change and/or thickness change, which induces a resonant wavelength shift (\(\delta \lambda_R\) in Fig. 1) in the transmission spectrum. Hence, by measuring the wavelength shift, it is possible to estimate the chemical
vapor concentration in a gaseous medium surrounding the sensor. Such miniaturized sensors capable of in situ detection of chemical vapor have broad applications in many key areas, such as homeland security, environmental management, industrial process control, and public health. Passaro et al. propose a very compact optical ammonia sensor based on a silicon-on-insulator ring resonator coated with a layer of polymer \([10]\). But the sensitivity is relatively low [thus a large detection limit (DL)] because the WGMs are mainly confined to the vicinity of the resonator surface. Sun et al. develop a highly sensitive chemical vapor sensor based on a microtube resonator whose exterior or interior surface is coated with a polymer layer \([11,12]\). However, the fabrication of such a microtube sensor is rather difficult. In addition, the microtube is very brittle and thus difficult to handle in practical sensing application.

This study presents a chemical vapor sensor based on a polymer-coated microsphere resonator. The presented sensor utilizes the electric field confined within the polymer layer for chemical sensing, which is different than a conventional microsphere sensor where the evanescent field outside the sphere resonator is relied on for sensing. To the best of our knowledge, a free-standing microsphere whose surface is coated with a layer of polymer has not been explored for vapor sensing. Compared with the chemical sensors based on microring or microtube resonators, the microsphere sensors have larger \(Q\) factors and are easier to fabricate. Recent theoretical and experimental works on the polymer-coated WGM resonators \([13–16]\) provide a basis for implementation of the proposed sensor. For the resonant RI sensors, both the RI sensitivity and DL must be presented to fully describe the sensor performance \([17]\). The numerical models to analyze the RI sensitivity and DL are demonstrated in Section 2. Based on the models, the sensing performance for the WGMs of different polarizations and orders are simulated in Section 3. Major results are reported in Section 4.

2. Theory

A. Sensing Principle

Over the years, the WGM modal structures and resonance spectra of microspheres have been widely studied \([18–20]\). WGM is characterized by a set of integers: \(l\), \(m\), and \(v\), which represent angular, azimuthal, and radial mode numbers, respectively. For an ideal sphere, modes with the same \(l\) and \(v\), but arbitrary \(m\) have the same resonant wavelength. Also, a WGM has either TE or TM polarization, and the two polarizations can be selectively excited by controlling the polarization of the coupling light. Considering a microsphere with the radius of \(a_0\) coated by a polymer layer with the thickness of \(h_0\), the characteristic equation to specify the resonant wavelengths \(\lambda_R\) of the WGMs can be expressed by \([21,22]\)

\[
N_0 \frac{\chi'_l(k_0n_3a_1)}{\chi_l(k_0n_3a_1)} = \frac{B_l\psi'_l(k_0n_2a_1) + \chi'_l(k_0n_2a_1)}{B_l\psi_l(k_0n_2a_1) + \chi_l(k_0n_2a_1)},
\]

\[
N_0 = \begin{cases} 
n_3/n_2, & \text{TE modes} 
n_2/n_3, & \text{TM modes} \end{cases},
\]

where \(k_0 = 2\pi/\lambda_R\) is the resonant wave vector; \(n_1, n_2\) and \(n_3\) are the RIs of the microsphere, the polymer layer and the surrounding medium, respectively; \(a_1 = a_0 + h_0\) is the total radius of the whole microsphere including the polymer layer; \(\psi_l\) and \(\chi_l\) are spherical Ricatti–Bessel function and spherical Ricatti–Neumann function, respectively; \(B_l\) is a coefficient and its expression is given by

\[
B_l = \frac{N_1\psi'_l(k_0n_1a_0)\chi_l(k_0n_2a_0) - \psi_l(k_0n_1a_0)\chi'_l(k_0n_2a_0)}{\psi'_l(k_0n_1a_0)\psi_l(k_0n_2a_0) - N_1\psi_l(k_0n_1a_0)\psi'_l(k_0n_2a_0)},
\]

\[
N_1 = \begin{cases} 
n_1/n_2, & \text{TE modes} 
n_2/n_1, & \text{TM modes} \end{cases}.
\]

For a given value of \(l\), there are multiple values of \(\lambda_R\) that satisfy the characteristic equation. These resonant modes are called the first-order mode, the second-order mode..., and the \(v\)th order mode in the decreasing value of \(\lambda_R\). According to the characteristic equation, when the polymer layer undergoes a RI change (\(\delta n_2\)) and/or a thickness change (\(\delta h_0\)), a shift \(\delta\lambda_R\) in the resonant wavelength would take place correspondingly. For simplicity, this study considers the RI change only.

B. RI Sensitivity

For the TE and TM modes, the RI sensitivity \((S)\) of the wavelength shift versus the surface layer RI change can be respectively given by \([23]\)

\[
S_{TE} = \frac{\lambda_Rn_2I_2}{\sum_{l=1}^{3}n_l^2I_l} = \frac{\lambda_R}{n_2\eta_2},
\]

\[
S_{TM} = \frac{\lambda_Rn_3I_3}{\sum_{l=1}^{3}n_l^2I_l} = \frac{\lambda_R}{n_3\eta_3}.
\]
\[
S_{TM} = \frac{\lambda_R^2 \left[ n_1 n_3 k_0 I_2 - n_3 A_i^2 \psi_i(k_0 n_1 a_0) \psi_i'(k_0 n_1 a_0) + n_1 C_i^2 \chi_i(k_0 n_3 a_1) \chi_i'(k_0 n_3 a_1) \right]}{2 \pi n_1 n_2 n_3 \sum_{i=1}^{3} I_i}
= \frac{\lambda_R}{n_2 \eta_2} \frac{\lambda_R^2 \left[ n_3 A_i^2 \psi_i(k_0 n_1 a_0) \psi_i'(k_0 n_1 a_0) - n_1 C_i^2 \chi_i(k_0 n_3 a_1) \chi_i'(k_0 n_3 a_1) \right]}{2 \pi n_1 n_2 n_3 \sum_{i=1}^{3} I_i},
\]

where

\[
I_1 = \int_{0}^{a_0} [A_i \psi_i(k_0 n_1 r)]^2 dr,
I_3 = \int_{a_1}^{\infty} [C_i \chi_i(k_0 n_3 r)]^2 dr,
I_2 = \int_{a_0}^{a_1} [B_i \psi_i(k_0 n_2 r) + \chi_i(k_0 n_2 r)]^2 dr,
\]

(5)

\[
A_i \text{ and } C_i \text{ are the coefficients determined by}
\]

\[
A_i = \frac{B_i \psi_i(k_0 n_2 a_0) + \chi_i(k_0 n_2 a_0)}{\psi_i(k_0 n_1 a_0)},
C_i = \frac{B_i \psi_i(k_0 n_2 a_1) + \chi_i(k_0 n_2 a_1)}{\chi_i(k_0 n_3 a_1)},
\]

(6)

and \(\eta_1, \eta_2, \) and \(\eta_3\) denote the fractions of light energy distributed in the microsphere, the polymer layer, and the surrounding medium, respectively, which are expressed by

\[
\eta_i = \frac{n_i^2 I_i}{n_i^2 I_1 + n_2^2 I_2 + n_3^2 I_3} \quad \text{(TE modes)},
\]

\[
\eta_i = \frac{I_i}{I_1 + I_2 + I_3} \quad \text{(TM modes)}, \quad i = 1, 2 \text{ and } 3.
\]

(7)

The unit of RI sensitivity is nm/RIU.

C. RI Detection Limit

The RI DL, defined as the smallest detectable RI change of the polymer layer, is given by [17]

\[
DL = \frac{R}{S},
\]

(8)

where \(R\) is the sensor resolution. Considering the resolution as \(3\sigma\) of the total sensor noise, \(R\) can be calculated by [17]

\[
R = 3\sigma = 3\sqrt{\sigma_{\text{spect}}^2 + \sigma_{\text{ampl}}^2 + \sigma_{\text{temp}}^2},
\]

(9)

where \(\sigma_{\text{spect}}, \sigma_{\text{ampl}}, \) and \(\sigma_{\text{temp}}\) are the standard deviations of the spectral noise, amplitude noise, and thermal noise, respectively. Spectral noise denotes the deviation in determining the position of the resonance, which is limited by the spectral resolution of the measurement setup (including the optical source and the detection device). Amplitude noise refers to the cumulative noise added to the spectrum profile, including thermal and shot noise in the photodetector, laser relative intensity noise, and quantization error. The standard deviation of the amplitude noise is given by [17]

\[
\sigma_{\text{ampl}} \approx \frac{\lambda_R}{4.5(SNR^{0.25})} \frac{1}{Q},
\]

(10)

where SNR is the signal to noise ratio. The total \(Q\) factor can be divided into two parts, including the intrinsic \(Q\) factor (\(Q_{\text{in}}\)) and the extrinsic \(Q\) factor (\(Q_{\text{ex}}\)). The \(Q_{\text{in}}\) factor is related to the quality of the resonator itself, and the \(Q_{\text{ex}}\) factor describes the light coupling condition between the resonator and the coupling fiber. In this study, the resonator is assumed to be undercoupled (i.e., \(Q_{\text{ex}} \ll Q_{\text{in}}\)), and thus the total \(Q\) factor is limited by the \(Q_{\text{in}}\) factor. It is known that the \(Q_{\text{in}}\) factor is determined by the lumped loss of light in the resonator, which includes the tunneling loss (also known as radiation loss), the scattering loss from surface irregularities, and the material absorption loss of light. Tunneling loss is due to the curvature of the waveguiding boundaries in the direction of propagation, and it is very small for a microsphere of \(a_0 > 15 \mu m\) [19]. Considering a large silica microsphere coated with a detect-free and smooth-surface polymer layer, the \(Q_{\text{in}}\) factor is mainly determined by the absorption loss of light in the resonator materials [14,16], which can be expressed as

\[
\frac{1}{Q_{\text{in}}} = \frac{1}{(Q_{\text{abs}})_{\text{silica}}} + \frac{1}{(Q_{\text{abs}})_{\text{polymer}}},
\]

(11)

where \(1/(Q_{\text{abs}})_{\text{silica}}\) and \(1/(Q_{\text{abs}})_{\text{polymer}}\) denote the material absorption loss of light in the silica microsphere and the polymer layer, respectively. The absorption limited \(Q\) factors are further calculated by \((Q_{\text{abs}})_{\text{silica}} = 2\pi n_1/\lambda_R a_1 \eta_1\) and \((Q_{\text{abs}})_{\text{polymer}} = 2\pi n_2/\lambda_R a_2 \eta_2\) [8], where \(a_1\) and \(a_2\) are the optical attenuation coefficients of silica and polymer respectively.

The WGM resonance is also susceptible to thermal fluctuations due to the environmental temperature variations and probe-induced energy absorptions. Especially for RI sensors with high \(Q\) factors, the temperature instability significantly impairs the DL. The standard deviation of the temperature-induced spectral fluctuation can be calculated by
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σ_{temp} \approx \lambda_R \left( \frac{1}{n_{eff}} \frac{dn_{eff}}{dT} + \frac{1}{a_1} \frac{da_1}{dT} \right) \sigma_T, \tag{12}

where \( \sigma_T \) is the standard deviation of the temperature variation; \( n_{eff} \) is the effective RI of the WGMs, which can be approximately expressed as \( n_{eff} = \eta_1 n_1 + \eta_2 n_2 + \eta_3 n_3 \). So, \( \sigma_{temp} \) is further expressed as

\[
\sigma_{temp} \approx \lambda_R \left( \frac{\sum_{i=1}^{3} I_i (dn_i/dT)}{\sum_{i=1}^{3} (I_i n_i)} + \frac{\kappa_1 a_0 + \kappa_2 h_0}{a_0 + h_0} \right) \sigma_T, \tag{13}
\]

where \( dn_1/dT, dn_2/dT, \) and \( dn_3/dT \) are the thermal refraction coefficients of the microsphere, the polymer layer, and the surrounding medium, respectively; \( \kappa_1 \) and \( \kappa_2 \) are the linear thermal expansion coefficients of the microsphere and the polymer layer. Substituting (7) into (13), \( \sigma_{temp} \) for TE and TM modes in the polymer-coated microsphere can be respectively given by

\[
(\sigma_{temp})_{TE} = \lambda_R \left( \frac{\sum_{i=1}^{3} I_i (dn_i/dT)}{\sum_{i=1}^{3} (I_i n_i^2)} + \frac{\kappa_1 a_0 + \kappa_2 h_0}{a_0 + h_0} \right) \sigma_T, \tag{14}
\]

and

\[
(\sigma_{temp})_{TM} = \lambda_R \left( \frac{\sum_{i=1}^{3} I_i (dn_i/dT)}{\sum_{i=1}^{3} (I_i n_i)} + \frac{\kappa_1 a_0 + \kappa_2 h_0}{a_0 + h_0} \right) \sigma_T. \tag{15}
\]

### 3. Simulation and Optimization of the Sensor

As an example, we consider a fused-silica microsphere of \( a_0 = 50 \mu m \) coated with a polymer layer. The material of the polymer layer is selected to be polymethylmethacrylate (PMMA) doped with bromocresol purple (BCP). When exposed to ammonia, PMMA-BCP changes its RI at a wavelength beyond the absorption band (from 350 nm to 450 nm). For instance, ammonia diluted with pure nitrogen to a molar concentration of 5% could induce a RI change about \( 10^{-3} \) RIU of PMMA-BCP [24]. The polymer-coated resonator is assumed to be immersed in nitrogen, and coupled to a laser operating at \( \lambda_R \approx 780 \) and 1550 nm, respectively. The values of the RIs are chosen as \( n_1 = 1.45 \) for the fused-silica microsphere, \( n_2 = 1.49 \) for the PMMA layer, and \( n_3 = 1.0 \) for the nitrogen surrounding the PMMA-coated microsphere. Figure 2 shows the RI sensitivity as a function of the polymer layer thickness for both TE and TM modes of the first three orders. When the
polymer layer thickness increases, the RI sensitivity increases until it reaches the maximum, at which point the light energy in the silica microsphere is completely transferred into the polymer layer (i.e., $\eta_1 = 0$). And, the highest RI sensitivity is almost identical for all modes. But the WGM of a higher order needs a thicker polymer layer to achieve the highest RI sensitivity. According to (3) and (4), the RI sensitivity also increases with the detection wavelength. As shown by Fig. 2, the highest RI sensitivities are 522 and 1037 nm/RIU at $\lambda_R \approx 780$ and 1550 nm, respectively. Figure 3 plots the resonant wavelength shift as a function of the polymer layer RI change at $h_0 = 0.5$ and 2 $\mu$m. The curves represent the approximate results evaluated by $\delta\lambda_R = S \times \delta n_2$. The symbols denote the accurate results that are numerically calculated by substituting $\delta n_2$ into the resonance condition, Eq. (1). It is shown that the polymer-coated microsphere based RI sensors exhibit a good linear sensing characteristic in the range of RI changes, and the curves agree well with the accurate values.

When the polymer layer thickness increases, more light energy is distributed in the polymer (thus $\eta_2$ increases), which finally leads to a larger RI sensitivity. But, as $\eta_2$ increases, the $Q$ factor is decreased due to the larger material absorption loss in polymer than silica. Especially at $\lambda_R = 1550$ nm, the optical attenuation coefficient $\alpha_2$ of the polymer is ultrahigh, about 1 dB/cm (i.e., 23 m$^{-1}$) [25]. At $\lambda_R = 780$ nm, $\alpha_2$ is about 0.15 dB/m (i.e., 0.03 m$^{-1}$). Figure 4 shows the $Q$ factor as a function of the polymer layer thickness for both TE and TM modes of the first three orders. The $Q$ factor of the silica microsphere before the polymer coating is taken to be $10^9$ [16]. When $\eta_2$ increases with the layer thickness to have $\alpha_2\eta_2 \gg \alpha_1\eta_1$, the total $Q$ factor is mainly determined by the large absorption loss in the polymer and thus can be approximated by $Q = 2\pi n_2 / (\lambda_R \alpha_2\eta_2)$, which are $3.5 \times 10^8$ and $2.5 \times 10^5$ at $\lambda_R = 780$ and 1550 nm, respectively. Figure 5 shows $\sigma_{\text{ampl}}$ for the RI sensor with a SNR of 60 dB, as a function of the polymer layer thickness. The amplitude noise is very low ($\sigma_{\text{ampl}} < 0.016$ fm) at $\lambda_R = 780$ nm, due to the high $Q$ factors. On the contrary, $\sigma_{\text{ampl}}$ increases significantly with the polymer layer thickness at $\lambda_R = 1550$ nm, which is larger than 40 fm for a thick layer.

Figure 6 shows $\sigma_{\text{temp}}$ as a function of $h_0$ for a temperature fluctuation of $\sigma_T = 10^{-3}$ K. At room temperatures, the linear thermal expansion coefficients of silica and PMMA-BCP are $\kappa_1 = 5.5 \times 10^{-6}$/K and $\kappa_2 = 5.0 \times 10^{-6}$/K, and the thermal refraction
coefficients of silica and PMMA-BCP are \(dn_1/dT = 1.19 \times 10^{-6}/K\) and \(dn_2/dT = -1.0 \times 10^{-5}/K\), respectively [14,24]. The negative sign of \(\sigma_{\text{temp}}\) denotes that the resonant wavelength decreases with the temperature increase. As the layer thickness increases, the negative thermal refraction of the polymer layer becomes dominant, which finally leads to the change of \(\sigma_{\text{temp}}\) from positive to negative. At \(\lambda_R \approx 780\) nm, a near-zero thermal noise can be achieved at \(h_0 \approx 0.6, 1.3, \) and 2.0 \(\mu\)m, for the TE mode of the first, second, and third order, respectively. In the following discussion, the polymer layer thickness at which the thermal noise is near zero is referred as the thermostable thickness. Figure 6 shows that the thermostable thickness of the TM mode is slightly larger than that of the TE mode of the same order. Also, the thermostable thickness increases with the wavelength of the detection laser. For example, the thermostable thickness of the first-order TE mode is about 1.0 \(\mu\)m at \(\lambda_R \approx 1550\) nm, which is larger than that at \(\lambda_R \approx 780\) nm \((h_0 \approx 0.6\ \mu\text{m})\).

Because of the very narrow resonance linewidth of the WGM based RI sensors, a photodetector is usually used as the detection device to monitor the output signal, and the spectral resolution is mainly limited by the laser linewidth of the optical source, which is typically less than 1 MHz [17]. At the wavelengths around 780 and 1550 nm, 1 MHz is equivalent to about 2 and 8 fm, respectively. As a result, the spectral resolution can conservatively be assumed to be 10 fm in this study, which corresponds to a standard deviation of \(\sigma_{\text{spect}} = 2.9\) fm. The theoretical prediction of the \(Q\) factor at \(\lambda_R \approx 780\) nm is higher than \(3 \times 10^8\) (i.e., the resonance linewidth is smaller than 2.6 fm) as mentioned in Fig. 4(a), while the \(Q\) factor is about \(10^8\) in practice for the measurement setup with a spectral resolution of 10 fm. But, for a \(Q\) factor around \(10^9\), the amplitude noise is still very small \((\sigma_{\text{spect}} = \sim 0.07\) fm) as compared with the spectral noise. In addition, the sensor system is considered to be placed on a thermoelectric cooling unit, through which a temperature fluctuation of \(\sigma_T = 10^{-3}\) K can be achieved [26]. Figure 7 plots the sensor resolution as a function of the polymer layer thickness, assuming the sensor with a SNR of 60 dB, a spectral noise of \(\sigma_{\text{spect}} = 2.9\) fm, and a temperature fluctuation of \(\sigma_T = 10^{-3}\) K. At \(\lambda_R \approx 780\) nm, the amplitude noise is very small, and the lowest sensor resolution is about 9 fm at the thermostable thickness, which is limited by the spectral noise only. For a layer thickness...
beyond the thermostable thickness, the resolution is limited by both the spectral noise and the thermal noise. At \( \lambda_R \approx 1550 \text{ nm} \), due to the large amplitude noise, the resolution is much larger than that at \( \lambda_R \approx 780 \text{ nm} \). As a result, the WGM resonance around 780 nm might have a lower RI DL than that around 1550 nm, as shown in Fig. 8. With the layer thickness increases, the RI DL decreases quickly to about \( 2 \times 10^{-8} \) RIU at \( \lambda_R \approx 780 \text{ nm} \), which corresponds to a minimum detectable ammonia concentration change of \( \sim 1 \text{ ppm} \). For a sensor system with a higher spectral resolution, the RI DL can be even smaller. For example, for a spectral noise of \( \sigma_{\text{spect}} = 0.29 \text{ fm} \), the RI DL of the WGM resonance around 780 nm is \( \sim 2 \times 10^{-9} \) RIU (ammonia concentration change of \( \sim 0.1 \text{ ppm} \)) at the thermostable layer thickness. The lowest DL at \( \lambda_R \approx 1550 \text{ nm} \) is about \( 1 \times 10^{-7} \) RIU, nearly one order larger than that at \( \lambda_R \approx 780 \text{ nm} \).

Figure 9 shows the RI DL changes with the layer thickness at different values of \( \sigma_T \). It is shown that, for a layer thickness beyond the thermostable thickness, the RI DL is very susceptible to the temperature fluctuation. For instance, at \( h_0 = 1 \mu\text{m} \), the RI DL of the first-order TE mode around 780 nm is \( \sim 2 \times 10^{-7} \) RIU at \( \sigma_T = 10^{-2} \text{ K} \), which is about one order larger than that at \( \sigma_T = 10^{-3} \text{ K} \). However, at the thermostable thickness, the thermal noise is still near zero and thus the RI DL remains very small. So, for a large temperature fluctuation, the layer thickness should be optimized to be around the thermostable thickness to eliminate the resonance thermal response. Otherwise, better temperature control devices, such as thermoelectric cooling units, must be implemented to ensure a small temperature variation. The aforementioned analysis shows that the optimal thickness of the polymer layer (i.e., the thermostable thickness) is larger for the WGM of a higher order. But, for a thicker polymer layer, it takes a longer time for the vapor molecules to diffuse throughout the entire polymer layer and reach the equilibrium state, which corresponds to a longer response time of the chemical sensor. So, in practical applications of the polymer-coated microresonator based chemical sensor, the WGMs of a lower order should be selectively excited for a thinner optimal polymer layer and thus a shorter response time.

4. Conclusions

This study presents a chemical vapor sensor consisting of a microsphere resonator coated with a polymer layer. The dependence of the sensor performance on the polymer layer thickness is simulated for the WGMs of various orders and polarizations. The results show that, with the polymer layer thickness increases, more light energy is distributed in the polymer and thus leads to a higher RI sensitivity but a smaller \( Q \) factor (i.e., a larger amplitude noise). Especially at the wavelength around 1550 nm, the increase of the amplitude noise with the layer thickness is evident due to the significantly decreased \( Q \) factor. A further analysis shows that a near-zero thermal noise can be achieved at specific layer thicknesses (referred to as thermostable thicknesses), which increase with the WGM orders and the detection wavelength. At the thermostable thickness, the RI DLs of the WGM resonances around 780 and 1500 nm are as low as \( \sim 2 \times 10^{-8} \) and \( \sim 1 \times 10^{-7} \) RIU.
even if a large temperature fluctuation is induced to the sensor system.
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