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Abstract. An equivalence between inductive openness of a continuous real function and the condition saying that each point of the range is an interior with respect to the image of a connected subset of the domain, proved in [6], is further investigated. It is shown that one implication can be extended to multifunctions, while various attempts to generalize the other one fail. Spaces are characterized on which each (inductively open) continuous real function satisfies the above condition. Several related results are obtained.

A concept of inductive openness of mappings was introduced and investigated by A. V. Arhangel’skii [1] in 1966. During last two decades the concept has been recognized as an important and interesting generalization of openness, with many applications.

Working in this area, the third named author proved ([6], Theorem 2, p. 486) that for continuous locally nonconstant real functions \( f \) on locally connected topological spaces inductive openness of \( f \) is equivalent to the condition that each point of the range lies in the interior of the image of a connected subset of the domain.

Later the same author was able to extend the result by proving it for a class of not necessarily continuous functions: it is just Theorem 9 of [7]. Another extension is possible if an arbitrary linearly ordered space is substituted in place of the real line as the range of the considered function. The present authors will not give any proof of this extension: the reader is kindly requested to verify that each step of the proof of Theorem 2 of [6] is valid also in the new circumstances (i.e. with a linearly ordered range instead of the space of reals). So, we have the following theorem.

1. THEOREM. Let \( X \) and \( Y \) be topological spaces such that \( X \) is locally connected and \( Y \) is linearly ordered, and let a continuous function \( f: X \to Y \) satisfy the condition \( \text{int} f^{-1}(y) = \emptyset \) for each point \( y \in \text{int} f(X) \). Then, the following are equivalent:
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(i) \( f \) is inductively open on \( X \);

(ii) for each point \( y \in f(X) \) there is a connected set \( X_y \subseteq X \) such that \( y \in \text{int}_f(x) \) for some \( x \in f(X) \).

In the present paper, by means of a very careful analysis of each assumption made in Theorem 1, we show that the above quoted Theorem 9 of [7] is, substantially, the only nontrivial "reasonable" extension of Theorem 2 of [6] one can do. We get also some positive results. Namely structural characterizations are obtained of two kinds of topological spaces: of these for which each inductively open multifunction has a property that corresponds to (ii) of Theorem 1, and of these Urysohn spaces for which each continuous real function has property (ii).

The term a space means a topological space. For a subset \( A \) of a space \( X \) we shall use the symbols \( \text{cl} A, \text{int} A \) and \( \text{bd} A \) to denote its closure, interior and boundary respectively. If the interior of \( A \) is considered with respect to a subspace \( S \) of \( X \), we shall write \( \text{int}_S A \).

Let \( X \) and \( Y \) be two nonempty sets. A multifunction from \( X \) into \( Y \) is a function from \( X \) into the family \( 2^Y \) of all nonempty subsets of \( Y \). Given a multifunction \( F \) from \( X \) into \( Y \) (briefly, \( F: X \rightarrow 2^Y \)) and nonempty sets \( A \subseteq X \) and \( B \subseteq Y \), we put \( F(A) = \cup \{ F(x) : x \in A \} \), \( F^+(B) = \{ x \in X : F(x) \subseteq B \} \) and \( F^-(B) = \{ x \in X : F(x) \cap B \neq \emptyset \} \).

We shall use upper case characters \( F, G, \ldots \) to denote multifunctions, while lower case letters \( f, g, \ldots \) will mean single-valued functions.

Given two spaces \( X \) and \( Y \), a multifunction \( F: X \rightarrow 2^Y \) is said to be:

- upper (lower) semicontinuous, if for each open set \( V \subseteq Y \) the set \( F^+(V) \) (the set \( F^-(V) \)) is open in \( X \);
- continuous, if it is both upper and lower semicontinuous;
- open, if the set \( F(A) \) is open in \( F(X) \) whenever \( A \) is open in \( X \);
- inductively open, if there exists a subspace \( X^* \) of \( X \) (called the induced domain for \( F \)) such that \( f(X^*) = F(X) \) and that the restricted multifunction \( F|X^*:X^* \rightarrow 2^{f(X)} \) is open.

We start our study with a result which indicates that a possible generalization of Theorem 1 to lower semicontinuous multifunctions with connected values is trivial, because the considered multifunction becomes single-valued. The case of upper semicontinuous multifunctions will be discussed later (see Example 17 below showing that no similar generalization is possible for this case).

2. THEOREM. Let a multifunction \( F: X \rightarrow 2^Y \) from a space \( X \) to a linearly ordered space \( Y \) satisfy the following conditions:

(1) for each point \( x \in X \) the value \( F(x) \) is connected,
(2) \( F \) is lower semicontinuous,
(3) the set \{ \( y \in F(X); \text{int} F^-(y) = \emptyset \) \} is dense in \( F(X) \). Then \( F \) is single-valued.
Proof. Suppose, on the contrary, that there is a point \( x_0 \in X \) such that \( F(x_0) \) is a nondegenerate connected interval from \( p \) to \( q \). By connectivity of \( F(x_0) \) we can choose two points \( y_1, y_2 \in ]p, q[ \) with \( y_1 < y_2 \). By lower semicontinuity of \( F \), the set \( U = F^-(]p, y_1[ \cap F^-(]y_2, q[) \) is an open neighborhood of \( x_0 \), and for each point \( x \in U \) we have \( F(x) \cap ]p, y_1[ \neq \emptyset \neq F(x) \cap ]y_2, q[ \). Hence, for each point \( y \in ]y_1, y_2[ \), connectivity of the values of \( F \) implies that \( y \in F(x) \) for each \( x \in U \), thus \( U \cap F^-(y) \), contrary to (3).

3. COROLLARY. Let \( X \) and \( Y \) be spaces and \( F : X \to 2^Y \) be a multifunction such that:

1° \( X \) is locally connected,
2° \( Y \) is linearly ordered,
3° for each point \( x \in X \) the value \( F(x) \) is connected,
4° \( F \) is lower semicontinuous,
5° condition \( \text{int} F^-(y) = \emptyset \) holds for each point \( y \in \text{int} F(X) \). Then the following conditions are equivalent:

(I) \( F \) is inductively open on \( X \).

(II) for each point \( y \in F(X) \) there exists a connected set \( X_y \subset X \) such that \( y \in \text{int}_{F(X)} F(X_y) \).

Proof. Really, by Theorem 2, the function \( F \) is single-valued, and therefore the equivalence (I) \( \iff \) (II) holds by Theorem 1.

In Corollary 3 the equivalence (I) \( \iff \) (II) is shown under assumptions 1° - 5°. However, as it can easily be observed from the proof of Theorem 1 given in [6], Theorem 2, p. 486, these assumptions are employed to show the implication (II) \( \implies \) (I) only; no one of them is really needed in proving (I) \( \implies \) (II). But this does not mean that (I) implies (II) for an arbitrary space \( X \). Namely we have to assume that each point of \( X \) has a connected neighborhood. This conditions is obviously equivalent to the fact that each component of \( X \) is open.

Recall that a space in which each point has a linearly ordered (local) base is called a lob space. Note that each metrizable space is a lob space. The reader can consult Section 1 of [5], p. 368 - 373 for more information on the lob spaces. Further, recall that an ordinal number \( \alpha \) is equal to the set of all ordinal numbers less than \( \alpha \), and thus it can also be understood as a topological space, the topology on \( \alpha \) being always taken as the order topology.

A cardinal number is understood as the smallest ordinal number of a given cardinality. We denote by \( \omega \) and \( \omega_1 \) the smallest countable and the smallest uncountable ordinals, respectively. Further, \( \chi(x, X) \) means the character of the point \( x \) in the space \( X \), i.e., the smallest cardinal number \( \alpha \) such that \( x \) has a local base of cardinality \( \alpha \). And \( \chi(X) \) means the character of the space \( X \), i.e., the supremum of all \( \chi(x, X) \) over all \( x \in X \).
We have the following result from which the implication (I)→(II) of Theorem 1 and of Corollary 3 immediately follows.

4. THEOREM. The following conditions are equivalent for a space $X$:

(4) each point of $X$ has a connected neighborhood,

(5) for every space $Y$ each inductively open multifunction $F : X \to 2^Y$ has property (II),

and each of them implies

(6) each continuous inductively open function $f : X \to \chi(X) + 1$ has property (II).

Moreover, if $X$ is a lob space, then all these conditions are equivalent.

Proof. (4)→(5). Fix a point $y \in F(X)$, take $x \in X^* \cap F^{-1}(y)$ (where $X^*$ is an induced domain for $F$), and denote by $X_y$ a connected neighborhood of $x$ in $X$. Thus $X^* \cap \text{int} X_y$ is an open subset of $X^*$ containing $x$, and so the set $F(X^* \cap \text{int} X_y)$ is open in $F(X)$ and contains $y$. Hence

$$y \in \text{int}_{F(X)} F(X^* \cap X_y) \subset \text{int}_{F(X)} F(X_y).$$

To see the implication (5)→(4) it is enough to take $F : X \to 2^X$ defined by $F(x) = \{x\}$. The implication (5)→(6) is obvious.

Now we show that (6) implies (4) provided $X$ is a lob space. Assume $x'$ is a point of $X$ such that no neighborhood of $x'$ is connected. We construct a continuous inductively open function $f : X \to \chi(X) + 1$ without property (II). To this aim we define a limit ordinal $\lambda$ and two transfinite sequences $\{X(\alpha) : \alpha < \lambda\}$ and $\{U(\alpha) : \alpha < \lambda\}$ of open subsets of $X$ such that

(a) $x' \in X(\beta) \subset X(\alpha)$ for $\alpha < \beta < \mu$,

and

(b) $U(\alpha) \cap U(\beta) = \emptyset$ if $\alpha \neq \beta$.

Put $X(0) = X$ and $U(0) = \emptyset$. If $X(\alpha)$ is defined as an open set containing $x'$, it is not connected by the assumption, and therefore it is the union of two nonempty disjoint open subsets $X(\alpha + 1)$ and $U(\alpha + 1)$ with $x' \in X(\alpha + 1)$. Assume now that, given a limit ordinal $\lambda$, the open sets $X(\alpha)$ satisfying (a) are defined for all $\alpha < \lambda$. Then we put $X(\lambda) = \bigcap\{X(\alpha) : \alpha < \lambda\}$ and $U(\lambda) = \emptyset$ provided that the considered intersection is open; otherwise we define $\mu = \lambda$ and we stop the procedure. Therefore the set $Z = \bigcap\{X(\alpha) : \alpha < \mu\}$ is not open, and we have $X = Z \cup \bigcup\{U(\alpha) : \alpha < \mu\}$.

Define now a mapping $g : X \to \mu + 1$ by $g(x) = \mu$ if $x \in Z$ and $g(x) = \alpha$ if $x \in U(\alpha) \subset X \setminus Z$ for $\alpha < \mu$. Observe that, since $U(\lambda) = \emptyset$ for each limit ordinal $\lambda$, the ordinal $\mu$ is the only nonisolated point of $g(X)$, and that $g$ is continuous.
Since $Z$ is not open, there exists a point $z \in Z \cap \text{cl}(\bigcup \{U(\alpha): \alpha < \mu\})$. The point $z$ has a linearly ordered base indexed by $\chi(z, X)$, and thus there is a transfinite sequence of points $\{x_\alpha \in X \setminus Z: \alpha < \chi(z, X)\}$ such that $x_\alpha \rightarrow z$. Define a function $h: g(X) \rightarrow g(\{x_\alpha: \alpha < \chi(z, X)\}) \cup \{\mu\}$ by $h(\mu) = \mu$ and, for $\alpha < \mu$, putting $h(\alpha)$ to be the smallest ordinal $\gamma$ such that $\alpha < \gamma$ and $\gamma = g(x_\beta)$ for some $\beta < \chi(z, X)$. Observe that $h$ is continuous and that $hg(X)$ is a set of ordinals which is isomorphic with a subset of $X \cap \{x_\alpha: \alpha < \chi(z, X)\}$.

Let $i$ denote any isomorphism of $hg(X)$ into $X \cap \{x_\alpha: \alpha < \chi(z, X)\}$ and let $f = ihg: X \rightarrow \chi(X) + 1$. Then $f$ is continuous, and it is inductively open because $X^* = \{x_\alpha: \alpha < \chi(z, X)\} \cup \{z\}$ can be taken as an induced domain for $f$. Letting $y = i(\mu)$ we see that each connected set $X_y \subset X$ such that $y \in f(X_y)$ has to be contained in $Z$ and therefore $f(X_y) = \{y\}$, so condition (II) does not hold. The proof is complete.

Recall that each metrizable space $X$ is first countable, i.e., $\chi(X) = \omega$ (see \cite{4}, p. 311), whence the inclusion $X \cap \{x_\alpha: \alpha < \chi(z, X)\} \cup \{\mu\}$ follows (where $R$ denotes the space of reals). Further, each metrizable space is a lob one. Therefore we get the following corollary to Theorem 4.

5. COROLLARY. For each metrizable space $X$ conditions (4), (5), (7) each continuous inductively open real function $f$ on $X$ has property (II), and (8) each continuous inductively open function $f: X \rightarrow \omega + 1$ has property (II), are equivalent.

The following example (see Statement 6 below) shows that the assumption that $X$ is a lob space is essential in the implication (6)$\Rightarrow$(4) of Theorem 4. Before we describe the example, we recall some auxiliary concepts.

Denote by $\beta \omega$ the Čech-Stone compactification of the space $\omega$ of all nonnegative integers. Remind that for every subset $A \subset \omega$ its closure in $\beta \omega$ is an open and closed subset of $\beta \omega$, and that for any two disjoint subsets $A$ and $B$ of $\omega$ we have $\text{cl} A \cap \text{cl} B = \emptyset$ (see e.g. \cite{4}, Exercise 3.6 A, p. 233).

6. STATEMENT. There exists a space $X$ such that each continuous inductively open function $f: X \rightarrow Y$ of $X$ into a linearly ordered space $Y$ has property (II), while there is a point of $X$ without any connected neighbourhood.

Proof. Take a point $p$ in $\beta \omega \setminus \omega$. Put $X = \omega \cup \{p\}$ with the topology inherited from $\beta \omega$. Note that $p$ has no connected neighbourhood. Further, let $f: X \rightarrow Y$ be an arbitrary continuous inductively open function of $X$ into a linearly ordered space $Y$, and let $X^*$ be an induced domain for $f$. Since the partial function $f|_{X^*}: X^* \rightarrow F(X^*) = f(X) \subset Y$ is open, the space $f(X)$ has at most one nonisolated point, namely $f(p)$. We show that $f(X)$ is discrete, and thereby property (II) is trivially satisfied.
So, assume on the contrary that \( f(X) \) is not discrete. Then \( f(p) \) is (the only) nonisolated point of \( f(X) \). It follows that \( p \) is the only point of \( X^* \cap f^{-1}(f(p)) \). Really, any other point of \( X \) (thus of the intersection) is isolated, and so its image, \( f(p) \), has to be isolated by openness of \( f|X^* \).

Decompose the set \( f(X) \setminus \{f(p)\} = f(\omega) \) into two disjoint infinite sets \( C_1 \) and \( C_2 \) such that \( f(p) \in \text{cl} C_1 \cap \text{cl} C_2 \). Then \( f^{-1}(C_1) \cap f^{-1}(C_2) = \emptyset \) and \( f^{-1}(C_1) \cup f^{-1}(C_2) = \omega \), and observe that \( \text{cl}f^{-1}(C_1) \) and \( \text{cl}f^{-1}(C_2) \) are closed and open disjoint subsets of \( X \), whose union is the whole space \( X \). By the symmetry we may assume \( p \in \text{cl}f^{-1}(C_1) \). Note that \( X^* \cap \text{cl}f^{-1}(C_1) \) is an open subset of \( X^* \), but its image under \( f \) is not open in \( f(X) \) because it contains \( f(p) \) and it is disjoint with \( C_2 \), contrary to openness of \( f|X^* \).

Now we show that the ordinal \( \chi(X) + 1 \) in condition (6) of Theorem 4 cannot be diminished to its predecessor \( \chi(X) \). To see this, we show a more general Statement 7 below, from which the needed fact follows by taking \( \omega_1 \) as the range space \( Y \).

7. STATEMENT. If \( X = \{\alpha + 1 : \alpha < \omega_1 \} \cup \{\omega_1 \} \) is equipped with the order topology, then \( \chi(X) = \omega_1 \), and each continuous inductively open function from \( X \) into a \( T_1 \)-space \( Y \) with \( \chi(Y) = \omega \) has property (II), while \( X \) does not satisfy condition (4).

Proof. Observe that the point \( \omega_1 \in X \) has no connected neighbourhood, so \( X \) does not satisfy condition (4). For a \( T_1 \)-space \( Y \) with \( \chi(Y) = \omega \), let a continuous function \( f : X \to Y \) be inductively open. We show that \( f(X) \) is a discrete space and therefore \( f \) has property (II).

Since \( f \) is inductively open, there is an induced domain \( X^* \subset X \) for \( f \). Note that any subspace of \( X \) is either discrete or homeomorphic to \( X \). If \( X^* \) is discrete, then \( f(X) = f(X^*) \) is discrete too, as the image of \( X^* \) under an open function \( f|X^* \). In the other case we have \( \omega_1 \in X^* \). Let \( \{B_n : n \in \omega \} \) be a local base of \( Y \) at \( f(\omega_1) \in Y \). Since for each \( n \in \omega \) the set \( f^{-1}(B_n) \) is an open neighbourhood of \( \omega_1 \) in \( X \), its complement \( X \setminus f^{-1}(B_n) \) is countable, and therefore \( X \setminus f^{-1}(f(\omega_1)) = X \setminus f^{-1}(\cap \{B_n : n \in \omega \}) \) is countable, too. Thus there is a point \( x^* \in X^* \cap f^{-1}(f(\omega_1)) \) such that \( x^* \in X^* \cap f^{-1}(f(\omega_1)) \). Therefore \( f(X^* \setminus \{\omega_1 \}) = f(X) \) and it is discrete as the image of the discrete space \( X^* \setminus \{\omega_1 \} \) under an open function \( f|X^* \). This completes the proof.

8. COROLLARY. Let the space \( X \) be as in Statement 7. Then each continuous inductively open real function \( f \) on \( X \) has property (II), while there is a point of \( X \) with no connected neighbourhood.

9. Remark. The reader can verify that Statement 7 remains true if one replaces \( \omega \) by an arbitrary cardinal number \( \gamma \) and \( \omega_1 \) by a cardinal number greater than \( \gamma \).
In Theorem 4 and in corollaries and statements following it, spaces $X$ were considered such that each inductively open multifunction, or continuous (real) function on $X$ had property (II). However, it is natural to ask what can be said about spaces $X$ with a stronger condition: that all continuous real functions on $X$ (not only inductively open ones) have property (II). Our next results are related to this question. Remind that, since $\omega + 1$ is embeddable into the real line $R$, all functions into $\omega + 1$, considered in Theorem 10 and Corollary 11 below, can be understood as real-valued.

10. THEOREM. If each continuous function $f: X \rightarrow \omega + 1$ has property (II), then the space $X$ has finitely many components.

Proof. Suppose the contrary. We shall construct a continuous function $f: X \rightarrow \omega + 1$ without property (II). To this aim we define, by induction, a decreasing sequence of closed and open nonempty subsets $E_n$ of $X$, all having the nonempty intersection. Put $E_0 = X$ and let for some $n \in \omega$ a nonempty closed and open subset $E_n$ of $X$ be given having infinitely many components. Thus $E_n$ can be represented as the union of two nonempty closed and open sets. We denote by $E_{n+1}$ this one of them which contains infinitely many components. Without loss of generality we may assume that $\bigcap \{E_n: n \in \omega\} \neq \emptyset$, because otherwise we can redefine the sets $E_n$ putting $E_n = E_n \cup (X \setminus E_1)$ for all $n > 0$.

Now we are able to define the needed function $f: X \rightarrow \omega + 1$ by $f(x) = n$ if $x \in E_n \setminus E_{n+1}$ for some $n \in \omega$, and $f(x) = \omega$ if $x \in E_n$ for all such $n$. It can be verified in a routine way that $f$ is continuous. We show that $f$ has not property (II) for $y = \omega$. Consider a connected subset $X_0$ of $X$. Obviously $X_0$ is contained in just one component of $X$, and therefore either $X_0 \subseteq \bigcap \{E_n: n \in \omega\}$, and then $f(X_0) = \{\omega\}$, so $\omega$ is not an interior point of $f(X_0)$ in $f(X)$, or $X_0 \subset E_n \setminus E_{n+1}$ for some $n$, and then $\omega$ is not in $f(X_0)$. Thus $f$ does not have property (II).

11. COROLLARY. If each continuous function $f: X \rightarrow \omega + 1$ has property (II), then each point of the space $X$ has a connected neighborhood.

Recall that a space is said to be Urysohn if a Urysohn function does exist for any two distinct points of the space ([9], p. 16). Note that in [4], p. 13 this term is used in a different meaning, namely for completely Hausdorff or $T_{2\frac{1}{2}}$-spaces. Obviously each Tychonoff space is Urysohn but not conversely: see [9], Example 91, p. 109. Our next result is a further contribution to the previously discussed question. Namely, if we assume that property (II) holds for each continuous function $f: X \rightarrow R$ and if, moreover, the space $X$ is Urysohn, then the conclusion of Theorem 10 can be sharpened: at most one component of $X$ is nondegenerate.
12. PROPOSITION. Let a space $X$ be Urysohn. If each continuous real function $f$ on $X$ has property (II), then $X$ is the union of a connected space and a finite discrete space.

Proof. By Theorem 10 the space $X$ has finitely many components. Suppose on the contrary that some two of them, $K_1$ and $K_2$, are nondegenerate. Take four points: $x_1, x_1'$ in $K_1$ and $x_2, x_2'$ in $K_2$. Since $X$ is Urysohn, there are two continuous functions, $g, h : X \rightarrow [0, 1]$ such that $g(x_1) = h(x_2) = 0$ and $g(x_1') = h(x_2') = 1$. Define now $f : X \rightarrow R$ putting $f(X \setminus (K_1 \cup K_2)) \subseteq \{1\}$, $f(x) = g(x)$ for $x \in K_1$ and $f(x) = -h(x)$ for $x \in K_2$. Then $f(K_1) \subseteq [0, 1]$ and $f(K_2) \subseteq [-1, 0]$, and therefore for $y = 0$ there is no connected subset $X_y$ of $X$ such that $0$ is an interior point of $f(X_y)$. So $f$ does not have property (II).

The next result is a converse to the previous one. It is also related to Theorem 4.

13. PROPOSITION. If a space $X$ is the union of a connected space $C$ and a finite discrete space $D$, then each continuous function $f : X \rightarrow R$ has property (II).

Proof. Note that $f(X)$ has finitely many components, and that at most one of them, $f(C)$, is nondegenerate. Take $y \in f(X)$. If $y$ is in $f(C)$, put $X_y = C$. Otherwise $y$ is an isolated point of $f(X)$, and so we can take as $X_y$ an arbitrary singleton $\{x\}$ in $D$ with $f(x) = y$.

As a consequence of Propositions 12 and 13 we have the following theorem.

14. THEOREM. Let a space $X$ be Urysohn. Then each continuous real function $f$ on $X$ has property (II) if and only if $X$ is the union of a connected space and a finite discrete space.

As it was said before, the assumptions $1^\circ$ - $5^\circ$ of Corollary 3 were used to show the implication $(II) \Rightarrow (I)$. Having generalized the result related to the opposite implication, it is tempting to try either to drop, or at least to make weaker some of these assumptions. We shall show that it is not so easy as in the previous case. To this aim we are going now to perform a systematic review of assumptions $1^\circ$ - $5^\circ$ to study some possibilities of generalizing of Corollary 3. These possibilities consist in attempts to make the assumptions less restrictive concerning $a)$ the domain space, $b)$ the range space, $c)$ the function between spaces.

$1^\circ$) To see that local connectedness of $X$ is essential take

$$X = \{(0, y) \in R^2 : y \in [-1, 1]\} \cup \{(x, \sin(1/x)) \in R^2 : x \in [0, 1]\}$$

(the $\sin(1/x)$-curve) and the projection $f : X \rightarrow [0, 1]$ defined by $f(x, y) = x$. 
Nertheless one can try to generalize Corollary 3 by making weaker the considered assumption. As a possible way of such a generalization one could consider is a condition of \( X \) being an arcwise connected space. However, this is not the case, as Example 5.1 of [8] shows: there are an arcwise connected space \( X \) (a subcontinuum of the harmonic fan, thus a hereditarily arcwise connected and hereditarily unicoherent plane continuum) and a continuous real function \( f \) on \( X \) which is not inductively open, such that \( \text{int} f^{-1}(y) = \emptyset \) for each \( y \in f(X) \).

2°) As regards the assumption that the space \( Y \) is linearly ordered (equivalently: that \( F(X) \) is embeddable into a linearly ordered space), one can try to extend Corollary 3 to range spaces \( Y \) being generalized linear graphs (i.e., being homeomorphic to connected subsets of linear graphs; see [3], p. 335). But again this attempt fails. To see this, recall that a generalized linear graph is homeomorphic to a subset of the real line if and only if it is both acyclic (i.e., contains no simple closed curve) and atriodic (i.e., contains no simple triod).

Put \( S^1 = \{ z \in \mathbb{R}^2 : |z| = 1 \} \), denote by \( T \) the union of three closed straight line segments in the plane emanating from \((0, 0)\) and ending at \((-1, 0), (0, 1)\) and \((1, 0)\) respectively, and take the following two mappings \( f, g \) of intervals onto \( S^1 \) and onto \( T \) correspondingly. Let \( f : [0, 2\pi] \rightarrow S^1 \) be given by \( f(t) = (\cos t, \sin t) \), and \( g : [0, 4] \rightarrow T \) be defined by conditions: \( g(0) = (-1, 0) \), \( g(1) = (0, 0) \), \( g(2) = (0, 1) \), \( g(3) = (0, 0) \), \( g(4) = (1, 0) \); for \( k \in \{0, 1, 2, 3\} \) let \( g[k, k+1] \rightarrow g(k)g(k+1) \) be linear (see Remarks 2 and 9 of [2]).

Remind that a mapping \( h \) between spaces \( X \) and \( Y \) is said to be interior at a point \( x \in X \) if for each open neighbourhood \( U \) of \( x \) we have \( h(x) \in \text{int}_{h(X)} h(U) \). Now observe that \( f \) is not interior at \( 0 \), the only point of \( f^{-1}((1, 0)) \), and \( g \) is not interior at any point of \( \{1, 3\} = g^{-1}((0, 0)) \). Thus both \( f \) and \( g \) are single-valued, satisfy conditions 1°, 3°, 4° and 5° of Corollary 3, do not satisfy 2°, have property (II) with \( X_y = X \) for all \( y \), but are not inductively open.

These examples show that the range space of a mapping considered either in Corollary 3 or in Theorem 1, if assumed to be a generalized linear graph, has to be both acyclic and atriodic, i.e., has to be embeddable into the real line. Therefore Theorem 1 implies the following result (which resembles Theorem 3 of [2]).

15. THEOREM. Let a generalized linear graph \( Y \) be given. Then condition (ii) implies condition (i) for each continuous locally nonconstant mapping \( f : X \rightarrow Y \) from a locally connected space \( X \) into \( Y \) if and only if \( Y \) is homeomorphic to a connected subset of the real line.

Proof. If \( Y \) contains a simple triod, then the argumentation runs exactly like in the proof of Theorem 3 of [2]. So assume that \( Y \) contains a simple closed curve \( S \). Choose a point \( p \in S \) that is not a ramification point of \( Y \). The open arc \( S \setminus \{p\} \) is obviously homeomorphic to the open interval \( ]0,2\pi[ \). Join \( p \) to the open arc as its end points so that the half-closed arc \( A \) obtained in this way is homeomorphic to \( [0,2\pi[ \) under a homeomorphism which brings \( p \) to 0. Observe that \( A \cup Y = \partial S \), and consider a generalized linear graph \( X \) obtained from \( Y \) by replacing \( S \) by \( A \). Denote by \( h \) an arbitrary continuous mapping from \( A \) to \( S \) which is locally nonconstant and interior at no point of \( h^{-1}(p) \) (this is possible by the example of such a mapping from \( [0,2\pi[ \) onto \( S^1 \) described above). Define a continuous mapping \( f: X \to Y \) putting \( f(x) = x \) or \( f(x) = h(x) \) according as \( x \in X \setminus A \) or \( x \in A \). Then conditions 1°, 3°, 4° and 5° hold, whereas \( f \) is interior at no point of \( f^{-1}(p) \), and hence not inductively open. The proof is complete.

The authors thank K. Omiljanowski for calling to their attention the two examples of mappings discussed in this section, and for making in this way Theorem 15 possible.

3°) The following example shows that connectivity of all values of \( F \) is necessary in Corollary 3 and in Theorem 2, as well as connectivity of the graph of \( F \) is essential in condition (2) of Theorem 9 of [7].

16. Example. There exists a real finite-valued multifunction \( F: [-2, 1] \to 2^{[-2, 2]} \) satisfying conditions 1°, 2°, 4° and 5° of Corollary 3, not satisfying 3°, with the nonconnected graph, which is not inductively open.

Proof. For \( x \in [-2, 1] \setminus \{-1\} \) put \( F(x) = \{x, -x\} \); and \( F(-1) = \{1\} \). To see \( F \) is not inductively open note that the point 1 has to be in a possible induced domain for \( F \) because it is the only point of \( F^{-1}(1) \), while the image of no small neighbourhood of 1 is open.

4°) Lower semicontinuity of \( F \) is essential in Corollary 3 and Theorem 2, and moreover, it cannot be replaced by upper semicontinuity of \( F \) thanks to the following example.

17. Example. There exists a real upper semicontinuous multifunction \( F: [0, 1] \to 2^{[0, 1]} \) with closed values, satisfying conditions 1°, 2°, 3° and 5° of Corollary 3, not satisfying 4°, which is not inductively open.

Proof. Put \( F(x) = \{x\} \) if \( x \in [0, 1/4[ \cup [1/2, 1] \), \( F(1/4) = [1/4, 3/4] \) and \( F(1/4) = \{1 - x\} \) if \( x \in ]1/4, 1/2[ \). To see \( F \) is not inductively open observe that \( F^{-1}(3/8) = \{1/4\} \), so 1/4 must be in a possible induced domain for \( F \). But the images of small neighborhoods of 1/4 contain 3/4 as a boundary point.

5°) Assumptions 5° of Corollary 3 and (3) of Theorem 2 are essential. This is shown by the next example.
18. Example. There exists a real, continuous, not single-valued multifunction $F : [0, 1] \to 2^{[0, 1]}$ with closed values, satisfying conditions $1^\circ - 4^\circ$ of Corollary 3, not satisfying $5^\circ$ (even not satisfying condition (3) of Theorem 2), which is not inductively open.

Proof. Put $F(x) = \{x\}$ if $x \in [0, 1/2]$ and $F(x) = [1/2, x]$ if $x \in ]1/2, 1]$. To see $F$ is not inductively open observe that $F^-(1) = \{1\}$, so 1 must be in a possible induced domain for $F$. But the images of small neighborhoods of 1 contain 1/2 as a boundary point.

Condition $5^\circ$ is also essential in Theorem 1 (i.e., in the single-valued version of Corollary 3) thanks to an obvious example of a function $f : [0, 1] \to [0, 1]$ which increases from 0 to 1/2 on $[0, 1/3]$, is constant on $[1/3, 2/3]$, and again increases, from 1/2 to 1, on $[2/3, 1]$.

Condition $5^\circ$ is, in case of single-valued real functions, equivalent to the following:

(9) for each nonempty open set $U$ in $X$ there are points $x_1, x_2 \in U$ such that $x_1 \neq x_2$ and $F(x_1) \neq F(x_2)$.

The equivalence is no longer true if multifunctions $F$ are considered. Evidently $5^\circ$ implies (9), but not conversely, as Example 18 shows. It follows from the same example that $5^\circ$ cannot be weakened to (9) in Theorem 2, and that a version of Corollary 3 for continuous real multifunctions with closed and connected values is not true in case when condition $5^\circ$ is replaced by (9).

We close the paper showing that continuity of the function $f$ in Theorem 1, even in the case of real functions, cannot be replaced by either lower or upper semicontinuity understood in the following, well known, sense. A real function $f : X \to \mathbb{R}$ is lower (upper) semicontinuous provided that for each point $x_0 \in X$ and for each real number $r > 0$ there exists a neighborhood $U$ of $x_0$ such that the inequality $f(x) > f(x_0) - r (f(x) < f(x_0) + r)$ holds for each point $x \in U$. Really, define two functions $g, h : [0, 1] \to \mathbb{R}$ by $g(0) = 0$ and $g(x) = 1 - x$ if $x \in ]0, 1[$, and by $h(0) = 1$ and $h(x) = x$ if $x \in ]0, 1[$. Then $g$ is lower while $h$ is upper semicontinuous, both are locally nonconstant and not open, hence not inductively open (being one-to-one).
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