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The optical memory effect has emerged as a powerful tool for imaging through multiple-scattering media; however, the finite angular range of the memory effect limits the field of view. Here, we demonstrate experimentally that selective coupling of incident light into a high-transmission channel increases the angular memory-effect range. This enhancement is attributed to the robustness of the high-transmission channels against perturbations such as sample tilt or wave front tilt. Our work shows that the high-transmission channels provide an enhanced field of view for memory-effect-based imaging through diffusive media.
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“Seeing through an opaque medium” has long been a grand challenge, as ballistic light decays exponentially with depth. Various techniques have been developed to extract the weak signal from single or few scattering in an overwhelming background of multiply scattered light [1–5]. A recent paradigm shift is harnessing multiply scattered or diffused light for imaging applications [6–11]. The key ingredient that enabled this strategic shift is the hidden correlations of seemingly random speckles formed by the interference of scattered light [12–16]. Quite remarkably, such correlations have been both predicted and observed in the angular, spectral, spatial, and temporal domains [17–30].

Perhaps the best known from all of the above correlations is the angular “memory effect”: when the incident wave front of a coherent beam on a diffusive medium is tilted by a small angle, the transmitted wave front is tilted by the same amount, resulting in the translation of the far-field speckle pattern [25–29] [see Fig. 1(a)]. The angular memory effect originates from the intrinsic correlations in the transmission matrix $t$ of a diffusive slab with a width $W$ that is much larger than its length $L$ [27,29,30]. In real space, $t$ is a banded matrix, because a point excitation at the front surface emerges as a diffuse halo of radius $L$ at the back surface of the slab. In the spatial-frequency domain, $t$ displays correlations between the matrix elements along the diagonal. The diagonal correlations are the origin of the memory effect with an angular correlation width $\theta_0 = \lambda/(2\pi L)$, where $\lambda$ is the wavelength of light. While the memory effect has already enabled various applications in imaging [12–16], its limited angular correlation width remains a central obstacle for wide-field imaging.

A recent breakthrough in coherent control of light in diffusive media is the selective excitation of transmission eigenchannels by wave front shaping [31–35]. It allows us not only to vary the transmittance from near zero to the order of unity, but also to drastically change the spatial distribution of energy density inside the medium [35–40]. Moreover, it has very recently been discovered that in a wide diffusive slab, the transmission eigenchannels are localized in the transverse directions and have the same transverse width at the front and the back surfaces of the slab (i.e., there is no transverse spreading) [41,42]. Since the transverse spreading of scattered waves is inherently connected to the theory behind the angular memory effect, the absence of spreading immediately raises the question whether and how the angular memory effect is modified for transmission eigenchannels and whether one could make use of such modifications to increase the angular memory-effect range.

In this Letter, we investigate this question experimentally and numerically by studying the angular memory effect of transmission eigenchannels in wide diffusive slabs. Compared to random incident wave fronts, we find that the angular memory-effect range is enhanced for high-transmission channels, but reduced for low-transmission channels. These phenomena can be explained by the robustness of the transmission eigenchannels against sample tilt or incident wave front tilt. Our work illustrates the significance of high-transmission channels in memory-effect-based imaging applications: they not only penetrate deeper inside a diffusive medium, but also provide a wider field of view due to their enhanced angular memory-effect range. Furthermore, we observe the opposite behavior in
To find the transmission eigenchannels, we measure the field transmission matrix $t$ with the setup shown in Fig. 1(b) [46]. A monochromatic laser beam of wavelength $\lambda = 532$ nm is modulated by a phase-only spatial light modulator (SLM) before impinging on the sample. The transmitted field is measured by common-path interferometry with a CCD camera [41,47,51]. We modulate two orthogonal polarizations of the incident field and record one linear polarization of the transmitted light. The field transmission matrix is obtained in spatial-frequency space. The incident wave front $V_n$ of a transmission eigenchannel is determined from $tV_n = \tau_n V_n$, where $\tau_n$ is the $n$th transmission eigenvalue (ordered from high to low $\tau_n$). We display the phase front of $V_n$ on the SLM, and record the far-field intensity pattern of the transmitted field $I(0)$ with the CCD camera. We then tilt an eigenchannel wave front incident onto the sample by angle $\theta$ and track the change in the transmitted wave front. The transmitted intensity pattern $I(\theta)$ on the camera is numerically tilted back by $\theta$, and its Pearson correlation with the original pattern $I(0)$ is computed as $C(\theta) = \langle \delta I(0) \delta I(\theta) \rangle / \langle \langle \delta I(0) \rangle^2 \rangle^{1/2} \langle \langle \delta I(\theta)^2 \rangle \rangle^{1/2}$, where $\delta I \equiv I - \langle I \rangle$ and $\langle \cdot \cdot \cdot \rangle$ represents spatial averaging over the output pattern. We calculate the intensity correlation coefficient $C(\theta)$ of the ten highest transmission channels, of the ten lowest transmission channels, and of twenty random incident wave fronts. In Fig. 1(c) we show examples of $C(\theta)$ for a high- and a low-transmission channel compared to that of a random wave front: the high-transmission channel decorrelates slower with tilt angle $\theta$ than the random wave front, while the low-transmission channel decorrelates faster. $C(\theta)$ does not decay to 0 at large $\theta$ due to the limited modulation efficiency of our SLM: as we tilt the incident wave front with the SLM, a small portion of the field remains unmodulated; therefore the corresponding transmitted fields are correlated. From the width of $C(\theta)$, we determine that the angular memory-effect range for the highest transmission channel $\theta_{0}^{(1)}$ is 1.52 times that of for a random wave front $\theta_{0}^{(2)}$, and the angular range for the lowest transmission channel is $\theta_{0}^{(3)} = 0.77 \theta_{0}^{(2)}$.

To confirm that the angular memory effect is enhanced for high-transmission channels and suppressed for low-transmission channels, we numerically simulate light propagation through two-dimensional (2D) diffusive slabs ($W \gg L \gg l_i$). We calculate the complete field transmission matrix $t$ using the recursive Green’s function method [46]. Evaluating the transmission eigenchannels of $t$, we calculate the output fields of each eigenchannel with respect to the tilt angle $\theta$ of its incident wave front. The transmitted field is then tilted back by the same angle $\theta$, and its Pearson correlation with the original transmitted field is computed. From the field correlation $C_n^\text{E}(\theta)$, the intensity correlation $C_n(\theta) = |C_n^\text{E}(\theta)|^2$ is obtained. $C_n(\theta)$ decays with the tilt angle $\theta$, and its width $\theta_{0}^{(n)}$ gives the angular
memory-effect range for the \( n \)th eigenchannel. Figure 2(a) clearly shows that \( \theta^{(n)}_0 \) increases with the transmission eigenvalue \( \tau_n \). The eigenchannels with transmittance \( \tau_n \) above the average value \( \bar{\tau} \) have a larger memory-effect range, while those of \( \tau_n < \bar{\tau} \) have a smaller memory-effect range than the random wave fronts. Furthermore, we find that the width \( \theta^{(h)}_0 \) for high-transmission channels is inversely proportional to the effective sample thickness \( L_{\text{eff}} \) that includes the extrapolation lengths [46].

The numerically observed dependence of the eigenchannel angular memory effect on transmittance agrees qualitatively with the experimental observation. Such a channel angular memory effect on transmittance agrees well with the numerical result [see Fig. 2(d)], with a value

\[
\theta^{(h)}_0 \approx \frac{1}{\tau_n + \sigma^2 \bar{\tau}/N}
\]

(see [46] for the derivation). The prediction of the model fits well to the numerical result [see Fig. 2(d)], with a value

\[
\theta^{(h)}_0 \approx \frac{1}{\tau_n + \sigma^2 \bar{\tau}/N}
\]

FIG. 2. Numerical and theoretical results. (a) Angular correlation width \( \theta^{(h)}_0 \) of transmission eigenchannels vs their transmittance \( \tau_n \). Each point represents an average over 10 disorder realizations. The horizontal black line denotes the angular correlation width for random incident wave fronts \( \theta^{(r)}_0 \). (b) Transverse spread \( \Delta \bar{D} \) of high \( (\bar{\tau} < \tau_n < 1, \text{blue line}) \) and low \( (10^{-4} > \tau_n < \bar{\tau}, \text{red line}) \) transmission eigenchannels vs tilt angle \( \theta \) of their incident wave fronts. (c) Sketch of the transmission matrix of a tilted sample \( t_0 = R_0^t R_\theta \), where \( R_0 \) is the tilting matrix and \( t \) the field transmission matrix without tilting. (d) Intensity correlation coefficient \( C_n \) of transmission eigenchannels at the tilt angle \( \theta = \theta^{(h)}_0 \approx 0.8^\circ \), obtained from numerical simulation (red solid line), and the prediction of the phenomenological model, Eq. (1), with \( \sigma^2 \) as the only fitting parameter (black dashed line). The number of channels is \( N = 3239 \). The diffusive slabs have thickness \( k_0 L = 100 \), width \( k_0 W = 6000 \), transport mean free path \( k_0 l_t = 4.6 \), average refractive index \( n_0 = 1.5 \), where \( k = n_0 k_0 \), \( k_0 = 2\pi/\lambda \), and \( \lambda \) is the vacuum wavelength.
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of $\sigma$ that depends only on $\theta$ and the effective sample thickness $L_{\text{eff}}$. In the limit $\theta \ll 1$ rad, it can be shown that $\sigma \propto k_0 L_{\text{eff}}\theta$ [46]. Equation (1) shows that the perturbed output is more correlated with the original output for high-transmission channels, and when $\tau_n \gg \sigma^2 \tau$, $C_n$ is on the order of unity. At the same time, the transmitted pattern decorrelates more for low-transmission channels. For $\tau_n \to 0$, $C_n$ is on the order of $1/N$, which is the expected value between two uncorrelated speckle patterns with $N$ speckle grains.

For a fair comparison of the simulation and the experimental data, we must take into account that only a limited number of channels is controlled in the experiment [46]. The limited numerical aperture (NA) in the illumination and the detection, the finite area of illumination on the sample, the phase-only modulation of the (far-field) incident wave fronts, and single-polarization detection of the transmitted light all reduce the range of transmittance of experimentally realized eigenchannels [34,47,52]. Such incomplete control also limits the enhancement or suppression of the angular memory-effect range that can be observed experimentally. Figure 3(a) shows the numerically calculated and the experimentally measured intensity correlation coefficient $C_n$ of transmission eigenchannels vs their normalized transmittance $T/\bar{T}$. The incomplete control reduces the ranges of both $C_n$ and $T/\bar{T}$. Despite the reduced range, the modification of the angular memory effect is clearly observed experimentally and agrees with the simulation result.

A compelling question is raised by the enhanced memory-effect range for high-transmission channels: will the angular memory-effect range also be modified in reflection once light is coupled into a high-transmission channel? To answer this question, we experimentally measure the reflection correlations for individual transmission eigenchannels. The intensity pattern of reflected light is recorded in the far field by a second CCD camera (CCD2) in Fig. 1(b). The modification of the angular correlations in reflection is opposite to the modification in transmission: the high-transmission channels’ correlation is smaller in reflection than the low-transmission channels’ correlation for a fixed tilt angle $\theta_0^{(r)}$ [see Fig. 3(b)]. The angular correlation width $\theta_0$ in reflection for the highest (lowest) transmission eigenchannel is 7% smaller (6% larger) than that for the random incident wave fronts. Our numerical simulation confirms the experimental observation: the intensity correlation coefficient in reflection $C_n^{(R)}$ decreases as the transmittance increases [Fig. 3(b)].

Taking into account the incomplete control in our experiment, the numerical results are in good agreement with the experimental data.

The modification of the angular memory effect in reflection can also be explained in the framework of our phenomenological model by replacing $\tau_n$ by $1 - \tau_n$ [46]. Once the incident light is coupled into a high (low) transmission channel, the reflectance is low (high) and the reflected field pattern is sensitive (robust) to the sample tilt. The reduced memory-effect range in reflection may provide experimental guidance for shaping the incident wave front to couple light into high-transmission channels when there is no access to the transmitted light [43–45].

In summary, we demonstrate that the angular memory effect for individual transmission eigenchannels is distinct from that of random wave fronts. With increasing transmittance, the eigenchannel memory-effect range increases in transmission, but decreases in reflection. Such variations can be explained by our phenomenological model in terms of the robustness of the eigenchannels against perturbations.

---

**FIG. 3.** Comparison between the experimental and the theoretical results. Correlation coefficient $C_n$ in (a) [$C_n^{(R)}$ in (b)] of transmitted (reflected) eigenchannel intensity patterns for $\theta = 0$ and $\theta = \theta_0^{(r)}$ as a function of their normalized transmittance $T/\bar{T}$. $\theta_0^{(r)}$ is the width at half maximum of the angular correlation function in transmission $C(\theta)$ for (a) and in reflection $C^{(R)}(\theta)$ for (b) for random incident wave fronts. Blue solid line and black dots: numerical simulation results in the case of complete channel control (CCC) and incomplete channel control (ICC), respectively. Green open squares (red open circles): experimental data for ten highest (lowest) transmission channels. The simulation data represent an average over 50 disorder realizations. The simulation parameters are slab thickness $L = 10 \mu m$, width $W = 508 \mu m$, $l = 1 \mu m$, $n_0 = 1.4$, background refractive index $n_1 = 1.0$ (in front of the slab), and $n_2 = 1.5$ (at the back).
such as a sample tilt or an incident wave front tilt. Our model can be extended to other perturbations, such as frequency detuning of the incident light, and provides an understanding of the enhanced bandwidth (spectral memory effect) for high-transmission channels, which was observed previously [21]. Therefore, our work reveals the general characteristic of high-transmission channels: their transmitted fields are robust while their reflected fields are sensitive against perturbations. Thanks to their larger angular memory-effect range, the high-transmission channels provide a wider scan range than Gaussian beams or random wave fronts, which will be useful for improving the quality of memory-effect-based speckle imaging through diffusive or otherwise complex media. Finally, the spatial memory effect was recently discovered in anisotropic scattering systems of length much larger than the scattering mean free path but comparable to or smaller than the transport mean free path [23,24,30]. It will be interesting to investigate the spatial memory effect for the transmission eigenchannels of such systems.
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This document provides supplementary information to ‘Angular memory effect of transmission eigenchannels’. Here, we elaborate on the experimental setup and measurement procedure, provide details of the numerical simulations and the phenomenological model.

FIG. S1. A detailed sketch of the experimental setup. A reflective phase-only SLM modulates separately the phase-fronts of two orthogonal linear polarization components of a monochromatic laser beam (\(\lambda = 532\) nm). The field transmission matrix of the scattering sample is measured in \(k\) space with the SLM and the camera CCD1. Inset: an optical image of the scattering sample: a 10 \(\mu\)m-thick film of ZnO nanoparticles on a glass substrate. The camera CCD2 captures the spatial intensity profile of reflected light in \(k\) space. \(\lambda/2\): half-wave plate. BS: beam splitter. PBS: polarizing beam splitter. MO1,2: microscope objectives. L1–6: lenses. ID: iris diaphragm.

Experiment

The sample is made of densely-packed zinc oxide (ZnO) nanoparticles (average diameter \(\approx 200\) nm), deposited on a cover slip of thickness 170 \(\mu\)m. The average transmittance is approximately 0.2. The effective refractive index of the ZnO nanoparticle layer is about 1.4 [1], which closely matches the refractive index of the glass substrate.
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A detailed sketch of the experimental setup is presented in Fig. S1. A linearly-polarized monochromatic laser beam (Coherent, Compass 215M-50 SL) with wavelength $\lambda = 532$ nm is expanded and collimated. Its polarization direction is rotated from vertical to 45° by a half-wave ($\lambda/2$) plate, and split into vertical and horizontal polarizations by a polarizing beam splitter (PBS). The horizontal-polarized component of the beam illuminates one part of the SLM; the modulated reflected beam is converted back to vertical polarization after passing through the same $\lambda/2$ plate again. The two polarizations are recombined at the PBS, and the SLM plane is imaged onto the pupil of a microscope objective MO$_1$ (Nikon CF Plan 100× with a numerical aperture $NA_{\text{in}} = 0.95$) by a pair of lenses L$_3$ and L$_2$ (with focal lengths $f_1 = 100$ mm and $f_2 = 250$ mm). The reflected light from the ZnO sample is collected by the same objective MO$_1$, and the far-field intensity distribution on its pupil is imaged onto a camera CCD2 (Allied Vision, Mako G-032B) by a pair of lenses L$_3$–4 with focal lengths of $f_3 = f_4 = 200$ mm. A linear polarizer is placed before the camera to select only one polarization of the reflected light.

In transmission, the Fourier transform of the transmitted field on the back (output) surface of the sample is imaged onto another camera CCD1 (Allied Vision, Manta G-031B) by an oil-immersion microscope objective MO$_2$ (Edmund Optics DIN Achromatic 100×, $NA_{\text{out}} = 1.25$) and a pair of lens L$_5$ ($f_5 = 200$ mm) and L$_6$ ($f_6 = 150$ mm). The field of view of MO$_2$ on the back surface of the sample has a diameter of 180 µm. A linear polarizer is placed right after MO$_2$ to filter out one polarization component of the transmitted light.

The field transmission matrix from the SLM to the CCD1 is measured in Hadamard basis, with a common-path interferometry method [2–4]. 4830 SLM macropixels (2415 per polarization) are imaged onto the entrance pupil of MO$_1$, covering the entire pupil. Among them, we use 2048 macropixels (1024 per polarization) for the signal field and 2782 macropixels for the reference field in the transmission matrix measurement. Each macropixel consists of $9 \times 9$ SLM pixels. A uniform (but fixed) phase pattern is displayed on the reference pixels. To measure the transmitted intensity of the signal field in each Hadamard basis vector, a high-spatial-frequency phase grating is written to the SLM pixels. A uniform (but fixed) phase pattern is displayed on the reference pixels.

After measuring the field transmission matrix, we calculate the eigenvectors which represent the input wavefronts for individual transmission eigenchannels using the relation $t \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \tau \t
In principle, adding a linear phase ramp to the incident field on the sample surface by translating the SLM phase pattern does not modify the intensity pattern on the sample surface. However, due to optical aberrations in the setup, the translation in $k$ space slightly modifies the illumination pattern on the sample surface. Such modification depends on the incident beam width on the sample surface, therefore it is different for high-transmission channels which have smaller beam width than low-transmission channels [4]. The modification of the incident intensity pattern would accelerate the decorrelation of transmitted pattern and reduce the angular correlation width. In order to have a fair comparison of the memory-effect range between random wavefronts and transmission eigenchannels, we use the phase-conjugate of the SLM phase patterns of the high/low-transmission eigenchannels as random wavefronts. The transmission eigenchannels and their phase-conjugates have equal incident beam width on the sample surface. However, the phase-conjugate inputs have a transmittance close to the average value, $T/\langle T \rangle = 1$, as expected from the random wavefronts. We normalize the tilt angle $\theta$ in the plot of high/low-transmission channels’ intensity correlation functions by the width of their phase-conjugate incident wavefronts’ intensity correlation functions, denoted as $\theta/\theta_0^{\text{(h)}}$ in Fig. 1(c) of the main text.

**Numerical simulations**

**FIG. S3.** Numerically calculated intensity correlation function $C(\theta)$ of transmission eigenchannels, in comparison to the random wavefronts and the analytical expression are presented. While $C(\theta)$ of random incident wavefronts (black solid line) agrees well to the analytical expression (black dashed line), an eigenchannel of $\tau_n = 0.999$ (blue solid curve) exhibits a slower decay of $C(\theta)$, while an eigenchannel of $\tau_n = 0.01$ (solid red curve) a faster decay. Each numerical curve represents an average over 10 disorder realizations. Simulation parameters are identical to those in Fig. 2 of the main text.

In our numerical simulations, we calculate wave propagation through two-dimensional (2D) diffusive slabs, $W \gg L \gg l_t$. The sample is discretized on a 2D square grid, and the grid size is $(\lambda/2\pi) \times (\lambda/2\pi)$. The dielectric constant at each grid point is $\epsilon(\mathbf{r}) = n_0^2 + \delta\epsilon(\mathbf{r})$, where $n_0$ is the average refractive index of the sample, $\delta\epsilon(\mathbf{r})$ a random number between $[-\Sigma, \Sigma]$ with uniform probability. The sample is sandwiched between two homogeneous media with refractive indices of $n_1$ and $n_2$. Periodic boundary conditions are applied to the transverse boundaries. To obtain the field transmission matrix $t$ at wavelength $\lambda$, we solve the scalar wave equation $[\nabla^2 + k_0^2\epsilon(\mathbf{r})]\psi(\mathbf{r}) = 0$ with the recursive Green’s function method [5, 6]

After finding incident wavefronts from the eigenvectors of $t^\dagger t$, we calculate the output fields of each eigenchannel by tilting its incident wavefront. The transmitted field is then tilted back by the same angle $\theta$, and its Pearson correlation with the original transmitted field is computed. From the field correlation $C_n^{(E)}(\theta)$, the intensity correlation $C_n(\theta) = |C_n^{(E)}(\theta)|^2$ is obtained. Fig. S3 shows the numerically calculated intensity correlation function $C_n(\theta)$ of random incident wavefronts and of high/low-transmission eigenchannels, as well as the analytical expression given in reference [7] with no freely adjustable parameters. While the analytical correlation function $C(\theta)$ agrees well with the $C(\theta)$ for random incident wavefronts, we observe distinct differences for the high/low-transmission eigenchannels.

We further investigate the scaling of the angular memory-effect range with the sample thickness. We numerically calculate the angular width $\theta_0^{\text{(h)}}$ of the intensity correlation function for the average high-transmission channels with $\tau_n > 7$ in diffusive slabs with different thickness $L$ and transport mean free path $l_t$. As shown in Fig. S4, $\theta_0^{\text{(h)}}$ is inversely proportional to the effective sample thickness, $L_{\text{eff}} = L + 2z_e$, where $z_e = 0.818l_t$ is the extrapolation length for the index-matched interfaces. Hence, $\theta_0^{\text{(h)}}$ becomes independent of $l_t$ for $L \gg l_t$.

The slab parameters (refractive indices, transport mean free path, slab thickness) and the parameters that define incomplete channel control used in the numerical simulations for Fig. 3 of the main text, are chosen to be close to those
FIG. S4. Scaling of angular correlation width with sample thickness. Numerically calculated angular width $\theta_k^{(h)}$ of the intensity correlation function averaged over high-transmission channels with $\tau_n > \bar{\tau}$, versus the effective sample thickness, $L_{\text{eff}} = L + 2z_c$, where $z_c = 0.818l$. The slabs have different $L$ and $l_t$, but the same width $k_0W = 3000$ and average refractive index $n_0 = 1.5$. Each data point represents an average over 10 disorder realizations.

of our experiment with the ZnO nanoparticle layer. The slab ($n_0 = 1.4$) is sandwiched between air ($n_1 = 1.0$) and glass ($n_2 = 1.5$). In case of complete control, the number of input modes (from the air) is $M_1 = 1999 \approx 2n_1W/\lambda$, and the number of output modes (to the glass) $M_2 = 3239$. To model the effect of incomplete control on the angular-memory effect of transmission eigenchannels, we apply the following procedures on the complete transmission matrices. Due to the limited numerical aperture (NA) in the illumination and the detection, and single polarization detection, the number of experimentally accessible columns (input modes) and rows (output modes) of the transmission matrix is reduced. To numerically model such reduction of the transmission-matrix size, we take only 1024 columns and 1155 rows of the $k$-space transmission matrices in our simulations. Moreover, to model the binning of SLM pixels into macropixels, we group the columns in $k$-space. The number of columns in one group, $m_1 = 32$, is chosen such that the corresponding illumination width on the front surface of the slab is similar to that in the experiment. Such truncation and grouping the columns effectively reduce the number of degrees of freedom to $M_1^{(\text{eff})} = 32$ at the input. We did not group the output modes, since the detection field of view is larger than the beam width at the output in the experiment. To model the incomplete detection for the reflection memory effect in the simulations (Fig. 3(b) in the main text), we apply exactly the same truncation and grouping to the columns of the reflection matrices, but take only 1024 out of 1999 number of rows of the reflection matrices.

**Phenomenological model**

Here we present the details of our phenomenological model for the angular memory effect of transmission eigenchannels and the complete derivation of the intensity correlation function $C_n$ in Eq. (1) of the main text.

The $n$-th transmission eigenchannel has the input state $|V_n\rangle$, which is associated to the transmission eigenvalue $\tau_n$ by the relation:

$$t^\dagger t |V_n\rangle = \tau_n |V_n\rangle.$$  \hfill (S1)

Here $t$ is the field transmission matrix whose singular value decomposition reads

$$t = U \tau^{1/2} V^\dagger = \sum_k |U_k\rangle \tau_k^{1/2} \langle V_k|,$$  \hfill (S2)

so that $t |V_n\rangle = \sqrt{\tau_n} |U_n\rangle$ is the output associated to $V_n$.

When the diffusive slab is tilted by an angle $\theta$, the output state becomes $t_\theta |V_n\rangle$. We define the intensity correlation function
function between the two output states as

\[ C_n(\theta) = \frac{|\langle V_n | t^\dagger t \theta | V_n \rangle|^2}{\langle V_n | t^\dagger t | V_n \rangle \langle V_n | t^\dagger t \theta | V_n \rangle} \]

\[ = \frac{1}{\langle V_n | t^\dagger t \theta | V_n \rangle} \]  

(S3)

The sample tilt is equivalent to the operation that consists in tilting the illumination wavefront by an angle \( \theta \), applying the transmission matrix \( t \), and tilting back the scattered wavefront by \( -\theta \). Thus \( t_\theta \) can be expressed as

\[ t_\theta = R_\theta^\dagger t R_\theta, \]  

(S4)

where \( R_\theta \) is the tilting matrix and can be written in real space as

\[ R_\theta = e^{ik\theta \hat{\rho}}, \]  

(S5)

where \( \hat{\rho} \) represents the transverse coordinate on the front surface of the sample. For \( \theta \ll 1 \), \( R_\theta \approx \mathbb{1} + i k \theta \hat{\rho} \), where \( \mathbb{1} \) is the identity matrix. This suggests to model the tilting matrix \( R_\theta \) as

\[ R_\theta = \mathbb{1} + X, \]  

(S6)

where \( X \) is an \( N \times N \) complex Gaussian random matrix, whose elements satisfy the following relations in the channel basis:

\[ X_{ij} = 0, \]

\[ X_{ij} X_{j'k'}^* = (\sigma^2/N) \delta_{ij'} \delta_{jj'}. \]  

(S8)

Here the random matrix elements are averaged over ensembles. This model is phenomenological because we replace the deterministic matrix \( R_\theta \) by a random matrix. According to the decompositions (S2) and (S4), and the model (S6), the numerator of the correlation function \( C_n \) becomes

\[ \frac{|\langle V_n | t_\theta | V_n \rangle|^2}{\langle V_n | t^\dagger t \theta | V_n \rangle} = \langle \tau_n (1 + X^\dagger t(1 + X) | V_n) \rangle^2 \]

\[ = \frac{|\langle V_n | (1 + X^\dagger t)(1 + X) | V_n \rangle|^2}{\langle V_n | t^\dagger t \theta | V_n \rangle} \]

\[ = \frac{|\langle V_n | X^\dagger V_n + \langle V_n | X | V_n \rangle|^2 + |\langle V_n | X^\dagger t X | V_n \rangle|^2}{\langle V_n | t^\dagger t \theta | V_n \rangle} + 2 \text{Re} \left[ \langle V_n | X^\dagger t X | V_n \rangle \right]. \]  

(S9)

We expand each term in the channel basis and proceed to the average over the matrix \( X \), using Gaussian contraction rules and Eqs. (S7) and (S8). The average of the numerator becomes

\[ \overline{|\langle U_n | t_\theta | V_n \rangle|^2} = (1 + 2\sigma^2/N)\tau_n + \sigma^4 \overline{\tau}/N, \]  

(S10)

where \( \overline{\tau} = \text{Tr}(t^\dagger t)/N \). Similarly, the expression for the denominator of the correlation function \( C_n \) is written as

\[ \langle V_n | t^\dagger_\theta t_\theta | V_n \rangle = \langle V_n | (\mathbb{1} + X^\dagger t)(\mathbb{1} + X)(\mathbb{1} + X^\dagger t(1 + X) | V_n) \rangle. \]  

(S11)

We average this expression, keeping only the terms that involve the same number of matrices \( X \) and \( X^\dagger \), and using \( \text{Tr}(t) \approx 0 \) we obtain

\[ \langle V_n | t^\dagger_\theta t_\theta | V_n \rangle \approx (1 + \sigma^2)(\tau_n + \sigma^2 \overline{\tau}). \]  

(S12)

Finally, by combining Eqs. (S10) and (S12), we get the following expression for the mean of the correlation function:

\[ \tau_n = \frac{(1 + 2\sigma^2/N)\tau_n + \sigma^4 \overline{\tau}/N}{(1 + \sigma^2)(\tau_n + \sigma^2 \overline{\tau})}. \]  

(S13)

For \( \sigma^2 \ll N \), \( \overline{tau} \) is well approximated by

\[ \tau_n \approx \frac{1}{\overline{1 + \sigma^2}} \frac{\tau_n + \sigma^4 \overline{\tau}/N}{\tau_n + \sigma^2 \overline{\tau}}. \]  

(S14)
We found that this result provides a good fit of our simulations for arbitrary tilt angle $\theta$. For $\theta \ll 1$ rad, the decomposition (S6) applies with $X \simeq i k_0 \theta \hat{\rho}$. Hence, we expect in this limit the scaling $\sigma^2 = \text{Tr} X^\dagger X / N \propto \theta^2$. Our numerical analysis reveals that the scaling prefactor is $\sigma^2 / \theta^2 \propto (k_0 L_{\text{eff}})^2$. This is consistent with the numerical results showing that the angular correlation width of the open channels scales as $\theta_{\text{in}}(h) \propto 1 / (k_0 L_{\text{eff}})$ (see Fig. S4).

The phenomenological model can be applied to reflection matrices $r$, and the mean of the intensity correlation function in reflection $C_n^{(R)}$ can be derived in the same way:

$$C_n^{(R)} \simeq \frac{1}{1 + \sigma^2} \frac{(1 - \tau_n) + \sigma^4(1 - \bar{\tau})/N}{(1 - \tau_n) + \sigma^4(1 - \bar{\tau})}.$$  \hspace{1cm} (S15)

Hence, the reflected pattern stays more correlated for low-transmission channels (high reflectance); when the reflection eigenvalue $\rho_n = 1 - \tau_n \gg \sigma^2$, $C_n^{(R)}$ approaches unity. In contrast, the reflected pattern decorrelates faster for high-transmission channels (low reflectance); for $\rho_n = 1 - \tau_n \to 0$, the correlation function $C_n^{(R)}$ is on the order of $1/N$, which is the expected value between two uncorrelated speckle patterns with $N$ speckle grains. Although we do not probe the reflection eigenchannels explicitly in our experiment, we measure the reflectance of transmission eigenchannels and find that high (low) transmission channels have low (high) reflectance (Fig. S2). According to the phenomenological model, the reflection eigenchannels with high reflectance (low transmittance) have stronger correlation and larger memory effect than the eigenchannels with low reflectance (high transmittance).