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This dissertation contains two parts, a general introduction (chapter 1) and preprints of four research papers (chapters 2-4) that have already been published or that are submitted for publication. In the first half of the introduction (sections 1.1. and 1.2.) we briefly summarize the theory of classical and quantum phase transitions. In the second half of the introduction we outline the main results of the theory of magnetic quantum phase transition of itinerant electrons (section 1.3.) and we discuss classical and quantum phase transitions in the presence of quenched disorder (section 1.4.). We also summarize the main results of the four research projects of this dissertation. The introductory chapter is written in normal dissertation style.

Quantum phase transitions occur at zero temperature as a function of some non-thermal parameter, e.g., pressure or chemical composition. In addition to being of fundamental interest, quantum phase transitions are important because they are believed to underlie a number of interesting low temperature phenomena.

Quantum phase transitions differ from the classical phase transitions in many important aspects, two of them being (i) the mode-coupling effects and (ii) the behavior in the presence of disorder. We devote two projects of this dissertation to each of the two.

First, we investigate the quantum phase transition of itinerant electrons from a paramagnet to a state which displays long-period helical structures due to a Dzyaloshinskii instability of the ferromagnetic state. In particular, we study how the self-generated effective long-range interaction recently identified in itinerant quantum ferromagnets is cut-off by the helical ordering. Second, we discuss a quantum phase transition between a disordered metal and an exotic (non-s-wave) superconductor. Like in the case of ferromagnetic quantum phase transition mode coupling effects lead to an effective long-range interaction between the anomalous density fluctuations. We find that the asymptotic critical region is characterized by run-away flow to large disorder. However, for weak coupling, this region is very narrow, and it is preempted by a wide crossover regime with mean-field critical behavior.

Then, we present results of large-scale Monte Carlo simulations for a 3d Ising model with short range interactions and planar defects. We show that the phase transition in this system is smeared, i.e., there is no single critical temperature, but different parts of the system order at different temperatures. Our Monte-Carlo results are in good agreement with a recent theory. Finally, we present large-scale Monte-Carlo simulations of a 2d bilayer quantum Heisenberg antiferromagnet with random dimer dilution. In contrast to the exotic scaling scenarios found in many other random quantum systems, the quantum phase transition in this system is characterized by a finite-disorder fixed point with power-law scaling. After accounting for strong corrections to scaling, we find universal, i.e., disorder-independent, critical exponents.
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Definitions of the commonly used critical exponents.
1. INTRODUCTION

It is a common wisdom that matter can exist in different phases. A glass of water placed into a freezer will turn into a solid chunk of ice, i.e., the macroscopic properties of water fundamentally change as the temperature is lowered. Freezing of water is a well known example in the countless series of phenomena generally known as phase transitions. Examples of phase transitions range from somewhat exotic transformations of matter in the early stages of the Universe that shaped the night sky as we see it today to the never-ending cycle of water on Earth, essential for the existence of life. It is clear that understanding the mechanisms that drive phase transitions is one of the central tasks of the physical sciences.

Generically, phase transitions can be classified as: (i) those that involve latent heat and (ii) those that do not. The latter are commonly known as continuous phase transitions or critical points. We’ll explain the main characteristics of these two classes of phase transitions using water as an example. In Fig. 1.1, we sketch the phase diagram of water. The boundaries between different phases are represented by solid lines. Crossing each solid line corresponds to a phase transition which involves absorbing or releasing finite amount of latent heat. Note that the line separating the liquid from the gas phase terminates with a critical point (CP). The boundaries of all three phases meet at the triple point (TP). The main landmark of first order phase transitions is coexistence of two phases, i.e., when heated, a cube of ice will start melting and the mixture of water and ice will stay at the same temperature ($0^\circ C$) until all ice melts. In contrast, at a critical point the transition between two phases is continuous, i.e., there is no coexistence of two distinct phases and no latent heat is absorbed or released during the transition.

A well known example of a continuous phase transition occurs at the Curie point of, e.g., iron ($T_c = 1043K$). At $T > T_c$, iron is a paramagnet. In the absence of an external magnetic field, there is no magnetization. If a weak magnetic field $\vec{h}$

---

*aPhase transitions that involve latent heat are, for historical reasons, referred to as first order phase transitions. Continuous phase transitions are also known as second order phase transitions.

*bFor the ice-water transition latent heat is $\approx 335kJ/kg$.

*cE.g., between vapor and liquid water at $T_c \approx 647K$ and $p_c \approx 21.8MPa$. 

---
is applied, the sample develops a magnetization that grows linearly with the applied field, \( \vec{m} \propto \vec{h} \). At \( T < T_c \), the situation is drastically different. Even without an external field, the sample develops a macroscopic magnetization. If an external field is applied, the magnetization rapidly aligns with the external field, resulting in a non-linear relation between \( \vec{m} \) and \( \vec{h} \). Experiments show that the magnitude of the magnetization \( \vec{m} \) steadily decreases if \( T_c \) is approached from below and eventually vanishes continuously at \( T_c \) in contrast to the ice–water transition, where one observes abrupt changes of observables, e.g., a jump in density between water and ice.

The examples discussed so far fit into the broad class of thermal or classical\(^d\) phase transitions. A property common to all thermal phase transitions is that they

\(^d\)The use of words thermal and classical as synonyms in the case of phase transitions will be explained in the subsection 1.2.
occur at finite temperatures. The system is often, but not necessarily always\(^a\), driven through a phase transition by tuning the temperature: The rapidly expanding early Universe was quickly cooling down which lead to separation of matter and energy and eventually to the formation of galaxies; a glass of water was cooling down in a freezer, a block of iron was losing magnetization when heated up etc. Recently, a new field has emerged dealing with the transformations of matter that occur at the absolute zero of temperature as a function of some non-thermal external parameter, e.g., pressure, chemical composition, external magnetic field, etc. Such transitions are called quantum phase transitions. Although the absolute zero is experimentally not reachable, the effects of such quantum critical points are manifest at finite temperatures, as it will be discussed in section 1.2. Before focusing on these quantum phase transitions we present a brief overview of classical continuous phase transitions.

1.1. CONTINUOUS PHASE TRANSITIONS AND CRITICALITY

A full understanding of continuous phase transitions developed over more than a century, and in this process the important paradigms of scale invariance, universality, and the renormalization group were introduced. Here we summarize major results of the theory of critical phenomena. Detailed and pedagogical introductions to the field are presented in a few excellent texts, e.g., [1–3].

1.1.1. Order parameter. The general concept of the order parameter was introduced by Landau [4]. The order parameter is a thermodynamic quantity which is zero in one phase (the disordered phase) and nonzero in the other (the ordered phase). Quite often the choice of the order parameter is obvious, e.g., the magnetization in the case of the ferromagnetic phase transition. On the other hand, there are cases where finding an appropriate order parameter is a complicated task itself, e.g., in the disorder driven localization-delocalization transition of non-interacting electrons.

1.1.2. Landau theory. Landau [4] proposed a very general theory to describe phase transitions. The main assumption of the theory is that the free energy \(F\) is an analytic function of the order parameter \(m\) and can be expanded in a power series in \(m\). The stable phase is then determined by the global minimum of \(F\) with respect to

\(^a\)At a constant temperature the system can undergo a phase transition as a function of pressure. In the case of water at \(T = 100^\circ C\), vapor condenses into liquid water via a first order phase transition at \(p \approx 100kPa\). This process corresponds to moving along the vertical \(T = 100^\circ C\) line in Fig. 1.1.
Figure 1.2. First order phase transition. Free energy $F$, eq. (1.1), as a function of $m$ for four different values of $t$ ($h = 0$). (a) $t > \frac{9v^2}{32u}$, (b) $t^* < t < \frac{9v^2}{32u}$, (c) $t = t^*$, and (d) $t < t^*$.

$m$. Close to the critical point $m$ is small, and it is sufficient to keep only a few lowest order terms$^f$ in the expansion,

$$F = tm^2 + vm^3 + um^4 - hm + O(m^5),$$  \hspace{1cm} (1.1)

where $t$, $v$ and $u$ are system parameters and $h$ is the external scalar field conjugate to the order parameter. $F$ is commonly known as the Landau function and is equal to the Gibbs free energy only for the value of $m$ which minimizes it. For classical critical points $t$ corresponds to the distance from the critical temperature, i.e., $t = a(T - T_c)$, with $a$ being a constant. Note that $u > 0$, otherwise eq. (1.1) has minimum at $|m| \to \infty$.

Landau theory is remarkably general. In the case of $v \neq 0$, eq. (1.1) describes a first order phase transition. In the absence of the external field $h$, for $t > \frac{9v^2}{32u}$ there is a single minimum at $m = 0$ (Fig. 1.2a). As $t$ is lowered below $\frac{9v^2}{32u}$ a secondary minimum starts to develop (Fig. 1.2b). At some $t = t^*$, both minima have the same value (Fig. 1.2c). Below $t^*$, the secondary minimum becomes the global minimum and the value of $m$ which minimizes $F$ jumps discontinuously from $m = 0$ to a nonzero value (Fig. 1.2d).

If accidentally or for symmetry reasons $v = 0$, the theory describes a continuous phase transition. For $t > 0$ and $h = 0$, the Landau function $F$ will have a minimum

\footnote{For simplicity we will discuss a transition with the scalar order parameter.}
Figure 1.3. Continuous phase transition. Free energy $F$, eq. (1.1), as a function of $m$ for three different values of $t$ ($h = 0$). (a) $t > 0$, (b) $t = 0$, and (c) $t < 0$.

at $m = 0$ (Fig. 1.3a). As $t$ is lowered below zero, two minima start to emerge (Fig. 1.3b,c) at

$$m = \pm \sqrt{- \frac{t}{2u}} \propto -t^{1/2}.$$  \hspace{1cm} (1.2)

Therefore, Landau theory predicts a second-order transition with

$$m \propto (T_c - T)^\beta,$$ \hspace{1cm} (1.3)

with $\beta = 1/2$ being a critical exponent. The critical exponent $\beta$ controls the temperature dependence of the order parameter in the vicinity of the critical temperature.

Similarly, there are other critical exponents which control the behavior of thermodynamic quantities in the vicinity of $T_c$. In order to determine the other critical exponents we have to allow for a non-zero external field $h$. From the free energy minimum requirement $\partial F / \partial m = 0$, we derive the equation of state,

$$\frac{\partial F}{\partial m} = h,$$ \hspace{1cm} (1.4)

or

$$2a(T - T_c)m + 4um^3 = h.$$ \hspace{1cm} (1.5)
Table 1.1. Definitions of the commonly used critical exponents in terms of magnetic phase transitions, $m$ is the order parameter (magnetization) and $h$ is the conjugate field. $t$ denotes the distance from the critical point and $d$ is the space dimensionality.

<table>
<thead>
<tr>
<th>exponent</th>
<th>definition</th>
<th>conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>specific heat</td>
<td>$\alpha$ $c \propto</td>
<td>t</td>
</tr>
<tr>
<td>order parameter</td>
<td>$\beta$ $m \propto (-t)^{\beta}$</td>
<td>$t \to 0$ from below, $h = 0$</td>
</tr>
<tr>
<td>susceptibility</td>
<td>$\gamma$ $\chi \propto</td>
<td>t</td>
</tr>
<tr>
<td>critical isotherm</td>
<td>$\delta$ $h \propto</td>
<td>m</td>
</tr>
<tr>
<td>correlation length</td>
<td>$\nu$ $\xi \propto</td>
<td>t</td>
</tr>
<tr>
<td>correlation function</td>
<td>$\eta$ $G(r) \propto</td>
<td>r</td>
</tr>
<tr>
<td>dynamical$^g$</td>
<td>$z$ $\xi_{\tau} \propto \xi^{z}$</td>
<td>$t \to 0, h = 0$</td>
</tr>
</tbody>
</table>

where we have explicitly written $t = a(T - T_c)$. At $T = T_c$, from eq. (1.5), we get

$$m = \left(\frac{h}{4u}\right)^{\frac{1}{3}}, \quad (1.6)$$

i.e., at the critical temperature the order parameter vanishes as

$$m \propto h^{\delta}, \quad (1.7)$$

with $\delta = 1/3$. If we take the derivative of eq. (1.5) with respect to $h$ and use the definition of the order parameter susceptibility $\chi = \partial m / \partial h$ we get

$$\chi \propto \frac{1}{|t|}, \quad (1.8)$$

or

$$\chi \propto |T - T_c|^{-\gamma}, \quad (1.9)$$

with the susceptibility exponent $\gamma = 1$. For further reference, in Tab. 1.1 we summarize the commonly used critical exponents in terms of magnetic phase transitions.

$^g\xi_{\tau}$ is the correlation time, to be discussed in 1.1.8.
Note that the Landau theory is *super*universal, i.e., it states that all continuous phase transitions have identical critical exponents.

1.1.3. **Fluctuations and correlation functions.** At a finite temperature the order parameter fluctuates around its equilibrium value. Experiments show that as a critical point is approached the order parameter fluctuations become correlated over large distances. Exactly at the critical point, the *correlation length* ($\xi$) of these fluctuations diverges. In order to quantify the fluctuations we introduce the local fluctuating order parameter $\phi(\vec{x})$ which is obtained by coarse-graining the microscopic order parameter: Close to the critical point the system contains patches of linear size $\approx \xi$ in which the order parameter is approximately constant. This suggests that we divide the system up into blocks of linear dimension $L$ much larger than the microscopic length scale $a_{\text{latt}}$ but smaller than the correlation length $\xi$. Within each block, the system is approximately uniform, and since $L \gg a_{\text{latt}}$, it is sensible to define the local order parameter $\phi(\vec{x})$ within each block centered at $\vec{x}$. The correlations between the order parameter fluctuations are described by *correlation functions*, i.e.,

$$G(\vec{x}_1 - \vec{x}_2) = \langle \phi(\vec{x}_1) \phi(\vec{x}_2) \rangle - \langle \phi(\vec{x}_1) \rangle \langle \phi(\vec{x}_2) \rangle. \quad (1.10)$$

Note that we assume a translational invariant system, i.e., $G(\vec{x}_1, \vec{x}_2) = G(\vec{x}_1 - \vec{x}_2)$. The order parameter correlation function is related to the order parameter susceptibility via a *fluctuation-dissipation theorem*,

$$\chi(\vec{x}_1 - \vec{x}_2) = \frac{1}{k_B T} G(\vec{x}_1 - \vec{x}_2) \quad (1.11)$$

(see, e.g., [1,5]). Within the original Landau theory the order parameter fluctuations are completely suppressed. In order to take them into account Landau theory has to be generalized. The Landau function becomes a functional of the fluctuating order parameter $\phi(\vec{x})$,

$$S[\phi(\vec{x})] = \frac{1}{T} \int d^d x \left[ t\phi^2(\vec{x}) + c(\nabla \phi(\vec{x}))^2 \right] + u \int d^d x \phi^4(\vec{x}), \quad (1.12)$$

where $\int d^d \vec{x}$ stands for the integral over a $d$ dimensional space. The last expression is known as the *Landau-Ginzburg-Wilson* functional. The new element in eq. (1.12)
is the gradient term in the Gaussian part of $S$. It penalizes configurations with large differences between the order parameters in adjacent blocks (which are energetically unfavorable). Note that keeping only the first order gradient term is justified solely in the limit of long wavelength fluctuations which is appropriate in the vicinity of a critical point where the physics is controlled by long-wavelength fluctuations.

Landau [6] analyzed the fluctuating theory within the *Gaussian approximation*. The Gaussian approximation assumes that the fluctuations are distributed normally around the average values $m$. In this approximation the fluctuations are non-interacting, i.e., the $\phi^4$ term is neglected. As a consequence, at the critical point the correlation length behaves as

$$\xi \propto t^{-\frac{1}{2}},$$

i.e., it diverges as

$$\xi \propto |T - T_c|^{-\nu},$$

with the correlation length critical exponent $\nu = 1/2$.

1.1.4. **Breakdown of Landau theory.** As we have already seen, Landau theory predicts super-universal rational critical exponents. However, experiments find critical exponents which are in general some irrational numbers significantly different from those predicted by Landau theory. The reason is that the Landau theory does not properly treat the effects of the order parameter fluctuations.\(^b\) The order parameter fluctuations are negligible if their strength is much smaller than the average value of the order parameter, i.e., if

$$E_{fl} = \frac{\int_V d^d\vec{x} G(\vec{x})}{\int_V d^d\vec{x} m^2(\vec{x})} \ll 1,$$

where $G(\vec{x})$ is defined in eq.(1.10) and the integral is over a correlation volume $V = \xi^d$. Using eqs. (1.11), (1.8) and (1.13), eq. (1.15) becomes

$$E_{fl} \propto t^{-1} \frac{t^{-\frac{1}{2}}}{t^{d/2} t} = t^{\frac{d}{2} - 2} \ll 1 \quad (\text{for } t \to 0),$$

\(^b\)The Landau theory is an example of a mean-field theory.
which is the *Ginzburg criterion* \([7, 8]\). The Ginzburg criterion ensures that for all dimensions \(d < 4\) the order parameter fluctuations are important at the critical point and the phase transition can not be accurately described by the Landau theory. For \(d > 4\) the Landau theory is self-consistent and provides an accurate description of the critical behavior. Therefore \(d = d_c^+ = 4\) is called the *upper critical dimension* for the model (1.12). The concept of an upper critical dimension can be generalized to other models, in general it can be shown (see, e.g., \([1]\)) that Landau theory is applicable if

\[
d > \frac{2\beta + \gamma}{\nu} \equiv d_c^+. \tag{1.17}
\]

1.1.5. **Landau-Ginzburg-Wilson theory.** In order to obtain the correct critical behavior below \(d_c^+\) one has to go beyond the Gaussian approximation, i.e., one has to keep the interactions of the fluctuations (the \(\phi^4\) term in eq. (1.12)). The solution of the problem was found by Wilson \([9, 10]\) for which he was awarded a Nobel Prize in Physics in 1982. Wilson treated the Landau-Ginzburg-Wilson theory by means of a renormalization group (RG) (see, e.g., \([1, 2]\)). Wilson’s RG uses the fact that at a critical point the correlation length diverges and therefore the system effectively looks scale invariant. By integrating out fluctuations on short length scales one generates a succession of effective theories that describe the behavior near the critical point. The critical theory is then a fixed point of the RG transformation. In addition to providing a conceptional framework, Wilson established a controlled method for calculating critical exponents. Two major achievements of the Wilson’s theory are the explanation of the *universality* and *scaling*.

1.1.6. **Universality.** Experiments have shown that there are wide classes of intrinsically very different systems which share the same critical exponents.\(^1\) This property is called *universality*. From Wilson’s theory it follows that critical exponents depend only on the spatial dimensionality, the symmetry of the order parameter and the symmetry and range of the interactions, but not on the detailed form and magnitude of the interactions. Therefore very different systems can have identical critical behavior. All systems that share the same critical exponents form a *universality*

\(^1\)The lowest order of the RG analysis is exactly the Gaussian approximation.

\(^1\)e.g., experiments found \(\beta = 0.327(6)\) for sulphurhexafluoride and \(\beta = 0.321(6)\) for \(^3He\). Note that also \(\beta = 0.326(4)\) for the 3d Ising model.
class. Universality makes continuous phase transitions very attractive for theoretical physics. It is sufficient to find a simple model that represents a universality class and determine its critical properties. Universality then ensures that all systems in that class will share exactly the same critical exponents.

1.1.7. Scaling. Scaling has been observed in experiments and summarized by Widom in the scaling hypothesis [11]. Within Wilson’s theory it is possible to derive the scaling hypothesis from first principles. Widom proposed that close to the critical point the singular part of the free energy density, $f = F/V$, is a function of one rather than two arguments:

$$f(t, h) = b^{-d} f(tb^{1/\nu}, h b^{\nu}) = t^{d\nu} \psi \left( \frac{h}{t^{\nu} h} \right),$$  \hspace{1cm} (1.18)

$t$ is the distance from the critical point, $h$ is the external field and $b$ is an arbitrary scaling factor which was set to $b = t^{-\nu}$ in the last expression. $y_h > 0$ is a scaling dimension which at the critical point controls the dependence of the singular part of the free energy on external field $h$. Parameters with scaling dimension larger than zero, like, $h$ and $t$, are called relevant; parameters with negative scaling dimension are irrelevant$^1$. If the scaling dimension is zero the parameter is called marginal$^m$. Note that only relevant variables contribute to the leading singularity in $f$. Therefore, the others have been suppressed in eq. (1.18).

Using the scaling form of the free energy, it can be shown that not all critical exponents are independent. It is sufficient to determine only two of them and the rest can be determined from the scaling relations. For example, from (1.18) the zero field order parameter is

$$m|_{h=0} = - \left( \frac{\partial f}{\partial h} \right)_T = t^{d\nu-\nu y_h} \psi(0) \propto t^\beta.$$  \hspace{1cm} (1.19)

Therefore,

$$\beta = \nu (d - y_h)$$  \hspace{1cm} (1.20)

$^k$For simplicity we assume a magnetic phase transition

$^1$They have been suppressed in eq. (1.18).

$^m$Terms relevant, irrelevant and marginal originate in the renormalization group scheme and correspond to the behavior of the parameters under renormalization, i.e., if they respectively increase, decrease or do not change under renormalization.
Further, the zero-field susceptibility is
\[ \chi|_{h=0} = -\left( \frac{\partial^2 f}{\partial h^2} \right)_T = t^{d\nu-2\nu h} \propto t^{-\gamma}, \quad (1.21) \]
leading to
\[ \gamma = -\nu d + 2\nu h. \quad (1.22) \]
Finally, the specific heat
\[ c_h = -T \left( \frac{\partial^2 f}{\partial T^2} \right)_h = \text{const.} \times t^{\nu d-2} \propto t^{-\alpha}, \quad (1.23) \]
and
\[ \alpha = 2 - \nu d. \quad (1.24) \]
Combining eqs. (1.20), (1.22) and (1.24) we get Rushbrooke’s [12] scaling relation,
\[ \alpha + 2\beta + \gamma = 2. \quad (1.25) \]
Expression (1.24) is also known as Josephson’s scaling law [13] or hyperscaling relation, and it is valid only below the upper critical dimension \( d < d_c^+ \). Similarly, one can derive Fisher’s [14] scaling law,
\[ (2 - \eta) \nu = \gamma. \quad (1.26) \]

Now we briefly discuss scaling in finite size systems known as finite size scaling. Finite size scaling is particularly important for analyzing results of numerical simulations. For a finite size system of linear size \( L \), the inverse length \( L^{-1} \) behaves as a relevant variable, i.e.,
\[ f(t, h, L^{-1}, A) = b^{-d} f(t b^{1/\nu}, h b^{\eta h}, L^{-1} b, A b^{-|y|}), \quad (1.27) \]
where $A$ is an irrelevant variable and $y_A < 0$ is the corresponding irrelevant scale dimension. Now if we can set $b = L$ eq. (1.27) becomes

$$f(t, h, L^{-1}, A) = L^{-d} \phi(tL^{1/\nu}, hL^{y_h}, AL^{-|y_A|}).$$

(1.28)

For sufficiently large $L$, the product $AL^{y_A}$ is small ($y_A < 0$) and $\phi(tL^{1/\nu}, hL^{y_h}, AL^{-|y_A|})$ can be expanded in powers of $AL^{y_A}$ around $AL^{y_A} = 0$,

$$\phi(tL^{1/\nu}, hL^{y_h}, AL^{-|y_A|}) = \phi(tL^{1/\nu}, hL^{y_h}, 0) + \frac{\partial \phi(tL^{1/\nu}, hL^{y_h}, AL^{-|y_A|})}{\partial (AL^{-|y_A|})} \bigg|_{AL^{-|y_A|}=0} AL^{-|y_A|} + o((AL^{-|y_A|})^2),$$

(1.29)

and we stopped the expansion at the first order. Eq. (1.29) represents a leading irrelevant correction to finite size scaling and is important for the discussion in chapter 5.

1.1.8. Dynamical scaling. In the vicinity of a critical point the relaxation toward equilibrium becomes very slow [15,16]. This phenomenon is known as critical slowing down. In addition to the diverging correlation length there is a diverging correlation in time $\xi_\tau$. Its divergence is governed by the dynamical critical exponent $z$, i.e., $\xi_\tau \propto \xi^z$.

1.2. QUANTUM PHASE TRANSITIONS

At zero temperature one can trigger fundamental changes in the ground state properties of a system by tuning some non-thermal parameter, e.g., pressure or chemical composition. These changes are driven by quantum rather than thermal fluctuations and known as quantum phase transitions. In addition to being of fundamental interest, quantum phase transitions are important because they are believed to underlie a number of interesting low temperature phenomena like high temperature superconductivity, quantum Hall effect, various magnetic phenomena etc. Extensive introductions to quantum phase transitions have recently been given in [17,18].

---

*Leading irrelevant variables control corrections to scaling which are often observed in numerical simulations.*
1.2.1. **Role of quantum mechanics.** Before discussing quantum phase transitions in detail we have to address an important question: *Is quantum mechanics necessary to describe the physics in the vicinity of a critical point?* Following a simple intuitive argument, a quantum mechanical description of a problem is necessary if the typical energy scale of quantum fluctuations $E_c = \hbar \omega_c$ ($\omega_c$ is the typical frequency of the fluctuations) is of the same order of magnitude as a typical energy scale of thermal fluctuations ($k_B T$), i.e., if:

$$\hbar \omega_c \gtrsim k_B T.$$  \hfill (1.30)

In section 1.1.8., we argued that close to a critical point the correlation time $\xi_\tau$ of the order parameter fluctuations diverges, i.e., the typical frequency scale, $\omega_c \propto 1/\xi_\tau$, vanishes as:

$$\omega_c \propto |t|^{\nu_z},$$  \hfill (1.31)

as the critical point is approached. At any finite temperature, sufficiently close to $T_c$, the condition in eq. (1.30) will be violated. As the critical point is approached quantum fluctuations become less important and one observes a cross-over to the region dominated by thermal (classical) fluctuations. Therefore, the immediate vicinity of a critical point can be described solely in terms of classical statistical mechanics. The cross-over happens at $|t| < t_x$:

$$t_x \propto T_c^{1/\nu_z}.$$  \hfill (1.32)

Note that eq. (1.32) is valid only below the upper critical dimension. Above $d_c^+$ the condition (1.32) becomes more complicated as a consequence of the existence of dangerously irrelevant variables.$^p$

The situation is fundamentally different at $T = 0$. At zero temperature, the system is in its ground state and the thermal fluctuations are completely suppressed. Eq. (1.30) is fulfilled all the way to the quantum critical point. Therefore, quantum mechanics is necessary to describe properties of a quantum phase transition.

---

$^o$This should not be mixed with the question of the necessity for a quantum mechanical description of the ordered phases, e.g., the superconducting state is a purely quantum mechanical phenomenon.

$^p$A dangerously irrelevant variable $w$ is a variable which is renormalization group irrelevant but in the limit $w \to 0$ the free energy is non-analytic.
Since all experiments are done at often very low but unavoidably finite temperatures it is legitimate to ask if quantum phase transitions are merely an academic problem. It turns out that they are not. According to (1.32), at sufficiently low temperatures the quantum to classical crossover happens extremely close to the critical point. Therefore it is very hard or even impossible to observe the crossover experimentally. We will come back to this question in section 1.2.4. when discussing a generic phase diagram in the vicinity of a quantum critical point (Fig. 1.4).

1.2.2. Statics vs. dynamics. The main problem in statistical mechanics is to derive the macroscopic behavior of a system from its microscopic Hamiltonian. This can be done by calculating the partition function:

\[ Z = \text{Tr} e^{-H/k_BT}, \]  

where \( H \) is the many-body Hamiltonian and \( k_B \) the Boltzmann constant. In the classical case \( \text{Tr} \) is an integral over the phase space. In the quantum case \( \text{Tr} \) stands for the trace in Hilbert space.

The partition function of a classical system is:

\[ Z = \int d^{3N}p \ d^{3N}q \ e^{-(K(p)+V(q))/k_BT} = \int d^{3N}p \ e^{-K(p)/k_BT} \int d^{3N}q \ e^{-V(q)/k_BT}, \]  

(1.34)

with \( K(p) \) being kinetic and \( V(q) \) potential terms of the Hamiltonian. For simplicity we assume that the potential depends only on coordinates \( q \). This excludes, e.g., the case of the potential describing a charged particle in an electromagnetic field. The 6N dimensional integral in eq. (1.34) factorizes into two independent integrals, one over momenta and the other over coordinates. Therefore dynamics and statics are decoupled and it is possible to solve for one without paying attention to the other.

The situation is distinctly different in the quantum case. The Hamiltonian becomes a quantum mechanical operator, i.e., \( \hat{H} = \hat{K}(\hat{p}) + \hat{V}(\hat{q}) \). The separation of dynamical and statical terms in the partition function is not possible since, in general, \( \hat{K}(\hat{p}) \) and \( \hat{V}(\hat{q}) \) do not commute, i.e.,

\[ Z = \text{Tr} e^{-\hat{H}/k_BT} = \text{Tr} e^{-(\hat{K}+\hat{V})/k_BT} \neq \text{Tr} e^{-\hat{K}/k_BT} \text{Tr} e^{-\hat{V}/k_BT}. \]  

(1.35)
Statics and dynamics are closely coupled and it is not possible to solve for one without solving for the other. As a consequence, universality classes of quantum phase transitions are generically narrower, e.g., two classical systems which belong to the same classical universality class can have different dynamics. As a result, quantum correspondents of those two systems will inevitably belong to different quantum universality classes.

1.2.3. **Scaling law.** The canonical density operator $e^{-\hat{H}/k_B T}$ in eq. (1.33) can be seen as a time evolution operator in imaginary time $\tau$ if we identify:

$$\frac{1}{k_B T} = \tau = -i\frac{\Theta}{\hbar}, \quad (1.36)$$

where $\Theta$ is real time. As a consequence the imaginary time acts as an extra dimension. Formally this can be seen from the path integral representation of the partition function (see, e.g., [19]). Thus, the quantum partition function in $d$ dimensions maps onto a classical partition function in $d + 1$ dimensions. At finite temperatures $\beta \equiv 1/k_B T < \infty$, and this extra dimension extends only over a finite interval. Sufficiently close to the critical point correlation length in time $\xi_\tau > 1/T$ and thus the extra dimension will not affect the asymptotic critical behavior\(^4\). It rather produces finite-size effects which will lead to corrections to scaling [20,21]. At $T = 0$ the extra dimension is infinite and the effective dimensionality of the system is increased. Note that eq. (1.36) together with eq. (1.35) suggests that imaginary time always scales like a length which leads to the dynamical critical exponent $z = 1$ in all cases. That is however true only for a full microscopic Lorentz invariant theory, i.e., the theory in which no degrees of freedom are integrated out. The relation between space and time can change as the high energy degrees of freedom are integrated out and the effective, low energy critical theory can have an arbitrary value for $z$, as was first noted by Hertz [22]. For scaling purposes, the quantum critical theory in $d$ dimensions is equivalent to a classical critical theory in $d + z$ dimensions. As a result, Landau theory is valid at lower dimensions, $d^+_c (quantum) = d^+_c (classical) - z$.

\(^4\)This is just another argument showing that the immediate vicinity of a critical point can indeed be described in terms of classical physics only.
Figure 1.4. Typical phase diagram of a system in the vicinity of a quantum critical point. The phase boundary is indicated by the solid line. It terminates at $g = g_c$, which is a quantum critical point. The region below the solid line and $g < g_c$ is the ordered phase. In the shaded region the physics is dominated by thermal fluctuations (classical description of the phase transition). For $g > g_c$ and low $T$ ("quantum disordered"), the system is in the disordered phase controlled by quantum fluctuations. In the region labeled "thermally disordered" the system is also in a disordered phase, but the physics is dominated by thermal fluctuations. The region between the dotted lines ("quantum critical") residing exactly above the quantum critical point is characterized by an interplay of both quantum and thermal fluctuations. At sufficiently high temperatures ("lattice high-$T$") the underlying lattice starts to play a role.

In the quantum case the scaling relation for the free energy density, eq. (1.18), has to be modified because temperature is a relevant variable, i.e.,

$$f(t, B, T) = b^{-(d+z)} f(t b^{1/\nu}, B b^{y_B}, T b^z).$$  

(1.37)

1.2.4. A generic phase diagram. In Figure 1.4 we show a generic phase diagram of a system in the vicinity of a quantum critical point. $T$ is temperature and $g$ is some tuning parameter, e.g., pressure or external magnetic field. A phase boundary (solid line) terminates at $g = g_c$ which is the quantum critical point. For $g < g_c$ and $T < T_c(g)$, the system is in the ordered phase, i.e., the expectation value
of the order parameter is non-zero. If we raise the temperature, at some $T_c (g < g_c) > 0$, the system will undergo a continuous phase transition to the disordered phase. In Figure 1.4 this region is denoted as “thermally disordered”. The dominant fluctuations are classical thermal fluctuations. On the other hand, if we vary $g$ at a fixed low temperature, the system will undergo a phase transition at some $g = g(T) < g_c$. Within a certain distance from the critical point, one can observe the critical behavior, e.g., thermodynamic observables scale as power-laws of the distance from the critical point, etc. That distance denotes the onset of the critical region (for clarity omitted from Fig. 1.4). As we enter the critical region quantum fluctuations will dominate the physics. The quantum fluctuations will be gradually suppressed by the thermal fluctuations as we approach the critical point. At sufficiently low temperatures, the crossover will happen only asymptotically close to the critical point. Only asymptotically close to the $T = 0$ and $g = g_c$, will the critical properties be determined solely by quantum fluctuations. The shaded area represents the region described in terms of classical physics. It becomes narrower as the temperature is lowered. For $g > g_c$, at all temperatures the system will be in the disordered phase. In this “quantum disordered” region the physics is dominated by quantum fluctuations and the system essentially looks as if it is in its quantum disordered ground state at $g > g_c$.

The most intriguing is the region between the dotted lines labeled as “quantum critical”. This region is located near the critical value $g \approx g_c$, but somewhat surprisingly at relatively high temperatures. In the quantum critical region the system “looks critical” with respect to $g$, but it is driven away from criticality by temperature. The system is very incoherent, and quantum and classical fluctuations play comparable roles. The physics in the quantum critical region is controlled by thermal excitations of the quantum critical ground state. The main characteristic of the excitations is that they are not conventional quasiparticle-like. This causes unusual finite temperature properties in the quantum critical region, such as unconventional power laws, non-Fermi liquid behavior etc., as is observed, e.g., in high transition temperature superconducting materials. The description of the quantum critical region is one of the central problems in contemporary condensed matter physics. We end this discussion with a remark about high temperatures.
the typical energy of the thermal fluctuations becomes comparable with the microscopic energy scale. Lattice details become important and all universal properties are lost. Therefore this region is denoted “lattice high-T” (above dashed line). This region is of no interest from the quantum critical point of view.

1.2.5. **Experimental examples.** Now we discuss a few experiments in which quantum phase transitions are observed.

*LiHoF$_4$* is an insulator with a magnetic moment residing on each *Ho* atom. The magnetic moments have Ising symmetry, i.e., they can point parallel or anti-parallel to a certain crystalline axis. At $T = 0$ magnetic dipolar interactions force all spins to have the same orientation, and the ground state is a ferromagnet. If placed into a magnetic field perpendicular to the magnetic axis the system starts to tunnel between its two spin states. For sufficiently large magnetic field the tunneling rate will eventually become strong enough to destroy the long-range magnetic order. Such a quantum phase transition has indeed been observed at a magnetic field strength of $H_c \approx 49.3kOe$ [23].

Another quantum phase transition can be found in the heavy fermion material *CeCu$_6$−$_x$Au$_x$* [24–27]. For $x > 0.1$ one observes magnetic order. As the dopant $x$ is decreased or the crystal is placed under pressure the magnetic order is destroyed. The ground state becomes a paramagnetic Fermi liquid with rather large effective mass of the quasiparticles.

The phase diagram of the two dimensional electron gas in semiconductor heterostructures is amazingly rich and many quantum phase transitions are observed. The two dimensional electron gas placed in a strong transverse field exhibits the quantum Hall effect (see, e.g., [28–32]). Asymptotically close to the zero temperature one can tune the system through a sequence of distinct thermodynamic phases by suitably adjusting the density of carriers and the transverse magnetic field. Within each phase the longitudinal resistivity vanishes while the Hall resistivity becomes quantized [33]. Also, if the density and the field are chosen such that the lowest Landau level is filled the electron spins are fully polarized in the direction of the field, and the ground state is a ferromagnet. If we now bring two such ferromagnetic layers close to each other [34–37], for large spacing both layers will have their magnetic moments aligned with the field. If the interlayer distance is reduced one observes a substantial
antiferromagnetic exchange between the two layers, so the ground state eventually becomes a spin singlet [38–40].

1.3. QUANTUM PHASE TRANSITIONS OF ITINERANT ELECTRONS

Historically, the investigation of the zero temperature ferromagnetic phase transition in a Fermi liquid [22] was one of the first works to address the problem of quantum phase transitions. Subsequent studies showed that the physics of the quantum ferromagnetic phase transition was far more complicated than it was originally thought, and even today some aspects of this transition are not fully understood. In this section we summarize some of the main results of the theory of quantum phase transitions in Fermi liquids.

Landau [41, 42] argued that the excitation spectrum of interacting fermions will be very similar to that of a non-interacting Fermi gas. The basic excitations are weakly interacting fermionic quasiparticles with renormalized parameters, e.g., effective mass. This state is called a Fermi liquid. At low temperatures sufficiently strong interactions have the potential to render the Fermi liquid unstable. The system can undergo a phase transition to a state with a broken symmetry, e.g., ferromagnet, superconductor, spin glass, Wigner crystal, etc. Which low-temperature phase will be realized in practice depends on the microscopic details of the system. It is clear that by tuning microscopic parameters at zero temperature one can drive a Fermi liquid through a quantum phase transition. The zero temperature ferromagnetic phase transition of itinerant electrons is an example of such a quantum phase transition.


We now sketch the main ideas of Hertz’ approach. Following the Landau-Ginzburg-Wilson philosophy, Hertz expressed the free energy only in terms of the local magnetization \( \tilde{\sigma}(\vec{x}, \tau) \), i.e., in terms of the order parameter fluctuations. Technically this can be achieved by decoupling the interaction term in the original microscopic Hamiltonian via a Hubbard-Stratonovich transformation [43, 44] and integrating out the fermionic degrees of freedom. Upon carrying out the described procedure, the
partition function \( Z \) takes the form,
\[
Z = e^{-\frac{F_0}{T}} \int D[\vec{\phi}] e^{-S[\vec{\phi}]},
\]
(1.38)
where \( F_0 \) is a regular (non-critical) part of the free energy. The resulting Landau-Ginzburg-Wilson free energy reads
\[
S[\vec{\phi}] = \frac{1}{2} \int dxdy \left[ \frac{1}{\Gamma} \delta(x - y) - \chi^{(2)}(x - y) \right] \vec{\phi}(x) \vec{\phi}(y) + \\
+ \sum_{n=3}^{\infty} \frac{(-1)^{n+1}}{n!} \int dx_1 \ldots dx_2 \chi^{(n)}_{a_1 \ldots a_n}(x_1, \ldots, x_n) \phi^{a_1}(x_1) \ldots \phi^{a_n}(x_n),
\]
where \( \Gamma \) is the exchange interaction strength and we used a four-vector notation \( x = (\vec{x}, \tau) \) and \( \int dx = \int_V dx \int_0^{1/k_B T} d\tau \). The physical information about the original microscopic system is encoded in the coefficients \( \chi^{(n)} \) of eq. (1.39), which are the connected \( n \)-point spin density correlation functions of a conventional Fermi liquid. Close to the quantum critical point the physics is dominated by fluctuations correlated over long distances in space and over long times. The properties of the long-range fluctuations are determined by the behavior of \( \chi^{(2)}(\vec{q}, \omega) \) in the limit of \( \vec{q}, \omega \to 0 \), where \( \chi^{(2)}(\vec{q}, \omega) \) is a Fourier transform of \( \chi^{(2)}(x - y) \) and \( \vec{q} \), and \( \omega \) are the wave vector and the Matsubara frequency, respectively. In the limit of small \( \vec{q} \) and \( \omega \), \( \chi^{(2)}(\vec{q}, \omega) \) takes the form (see, e.g., [45])
\[
\chi^{(2)}(\vec{q}, \omega) = \chi^{(2)}_0(\vec{q}) \left[ 1 - c_\omega \frac{|\omega|}{|\vec{q}|} + \ldots \right],
\]
(1.40)
where \( \chi^{(2)}_0(\vec{q}) \) is the static spin susceptibility and \( c_\omega > 0 \) is a constant. The crucial step is to properly calculate \( \chi^{(2)}_0(\vec{q}) \). For a long time it was assumed that \( \chi^{(2)}_0(\vec{q}) \) was an analytic function of \( |\vec{q}|^2 \). In his original work Hertz used this assumption and cited the well known free electron result for \( \chi^{(2)}_0(\vec{q}) \) (see, e.g., [45])
\[
\chi^{(2)}_0(\vec{q}) = N_F \left[ 1 - \frac{1}{3} \left( \frac{|\vec{q}|}{2k_F} \right)^2 + \ldots \right],
\]
(1.41)
where \( N_F \) is the density of states at the Fermi energy and \( k_F \) is the Fermi momentum. Inserting (1.40) together with (1.41) into (1.39) completes Hertz' derivation of the
Landau-Ginzburg-Wilson free energy. The resulting expression reads

\[ S[\phi] = \frac{1}{2} \sum_{\vec{q}, \omega} \left( t_0 + |\vec{q}|^2 + \frac{|\omega|}{|\vec{q}|} \right) |\phi(\vec{q}, \omega)|^2 + u \sum_{\{\vec{q}\}} \phi^4(\{\vec{q}\}), \]  

(1.42)

where \( t_0 = \frac{1}{1} - \chi^{(2)}_0(\vec{q} = 0) \) and \( u \propto \chi^{(4)}(\vec{q} \to 0, \omega \to 0) \) is a constant. Note that we have suppressed the prefactors in the first term of eq. (1.42) and written the second term symbolically.

Hertz analyzed the theory (1.42) by means of renormalization group methods which were a direct generalization of Wilson’s treatment of classical transitions. From eq. (1.42) it follows \( \omega \sim |\vec{q}|^3 \), i.e., the dynamical critical exponent \( z = 3 \) and Hertz concluded that in all physical dimensions \( d > d^+_c = 4 - z = 1 \) the quantum magnetic transition was mean-field like. Hertz also analyzed the quantum to classical crossover at finite temperatures and found the corresponding cross-over exponent \( z/2 \). While it was later found [46] that Hertz’ description of the finite temperature phenomena close to the quantum critical point was incomplete, it was generally believed that the main qualitative results of his model at zero temperature apply to real itinerant ferromagnets as well.

1.3.2. Hertz’ theory revised. Sachdev [47] pointed out that in an academic, but still interesting case of dimensions below one, Hertz’ results violate an exact exponent equality. Hertz’ theory has been revised by Vojta, Belitz, Narayanan, and Kirkpatrick [48]. The authors of Ref. [48] have shown that the quantum ferromagnetic transition has much more complicated properties than predicted by Hertz. The reason behind this is the coupling of the magnetization to additional non-critical soft modes present in the electronic system at zero temperature. In a clean electronic system at zero temperature, particle-hole excitations at the Fermi surface are gapless or soft, i.e., they have infinite lifetime. If these soft excitations couple sufficiently strongly to the order parameter fluctuations they can generate an effective long-range interaction of the latter. This long-range interaction may produce significant effects on the transition itself changing it from a continuous transition with mean-field exponents to either a continuous transition with non mean-field exponents or to a first

\(^1\)Hertz showed that for free electrons to the leading order in small \( \vec{q} \) and \( \omega \) connected 4–point spin density correlation function \( \chi^{(4)}(\vec{q}, \omega) \) is indeed a constant.
order transition. The different transition scenarios resulting from the mode-coupling effects have been discussed in Ref. [49].

Technically, the mode-coupling leads to coefficients of eq. (1.39) which are singular for \( \vec{q}, \omega \to 0 \), resulting in an intractable non-local field theory. This renders the Landau-Ginzburg-Wilson approach impractical. Specifically, Belitz, Kirkpatrick, and Vojta have shown that the static spin susceptibility of a Fermi liquid \( \chi_{0}^{(2)}(\vec{q}) \), introduced in eq. (1.40), is a non-analytic function of \( |\vec{q}| \). To second order, perturbation theory in the interaction strengths leads to [50]

\[
\chi^{(2)}(\vec{q}) = N_F \left( 1 + c_d |\vec{q}|^{d-1} \right) \text{ (for } d < 3),
\]

while in \( d = 3 \) the non-analytic term becomes \( \propto |\vec{q}|^2 \log(1/|\vec{q}|) \). Inserting Eqs. (1.43) and (1.40) into eq. (1.39) leads to the

\[
S[\phi] = \frac{1}{2} \sum_{\vec{q}, \omega} \left( t_0 + |\vec{q}|^{d-1} + |\vec{q}|^2 + \frac{|\omega|}{|\vec{q}|} \right) |\phi(\vec{q}, \omega)|^2,
\]

for the Gaussian part of the Landau-Ginzburg-Wilson free energy. The resulting expression is non-analytic in \( |\vec{q}| \) which is a consequence of the long-range interaction of the spin fluctuations generated by the mode-coupling. Note that for the same physical reason, in general, the higher coefficients \( \chi^{(n)}(n \geq 4) \) in eq. (1.39) diverge for \( \vec{q}, \omega \to 0 \). Consequently, the free energy functional (1.39) is mathematically ill-defined. Therefore, a proper description of a quantum phase transition in the presence of strong coupling of the order parameter fluctuations to the non-critical soft modes calls for a more elaborate approach. Such treatment requires keeping track of all gapless degrees of freedom and couplings between them and leads to a rather involved coupled field theory. Recently, such a coupled field theory has been developed which provides a full description of the soft modes of an itinerant electronic systems in the presence of quenched disorder [51] and partially describes clean systems [52]. Based on that theory it has been shown that the quantum ferromagnetic transition in the presence of quenched disorder is not mean-field like [53–55], in contrast to the predictions of Hertz’ theory [22].
1.3.3. Quantum phase transitions and generic scale invariance. The mode-coupling effects discussed above are a specific example of the influence of generic scale invariance on quantum phase transitions. Let us now give a broader idea of this effect. Typically, correlation functions of fluctuations decay exponentially for large distances in space or time, i.e., fluctuations far apart are weakly correlated. There is a typical length scale, correlation length $\xi$, associated with the decay and the correlations are called short range. As discussed in section 1.1., at a critical point the order parameter fluctuations become long range, i.e., the correlation length diverges and the correlation functions decay as power laws in space and time. Such correlation functions are scale invariant, i.e., a scale change in space and/or time can be compensated by multiplying the correlation function by a simple scale factor.

Scale invariance can also be observed in the entire regions of the phase diagram, rather than only at the critical points. This phenomenon is usually referred to as generic scale invariance. Generic scale invariance can be generated by spontaneous breaking of a global symmetry, gauge symmetries and conservation laws (for details see, e.g., [56–59]).

These generic soft modes can be present in both classical and quantum systems. In the vicinity of a critical point they can couple to the order parameter fluctuations and non-trivially affect the critical behavior, as already noted for the quantum ferromagnetic transition. In the classical case the mode-coupling effects are in general much weaker and often influence only the dynamics, e.g., the critical behavior of transport coefficients [60]. The situation in the quantum case is more drastic because of two reasons. (i) There are more soft modes at zero temperature than at $T > 0$. In a Fermi liquid, for example, there are particle-hole excitations which are gapless at $T = 0$ but acquire mass for $T > 0$. (ii) Also, previously we discussed that quantum mechanically statics and dynamics are coupled. Effects which would classically influence only dynamics quantum mechanically manifest themselves in the statics as well. Recently, a general criterion was established [61] for the mode coupling effects to influence quantum phase transitions in itinerant electronic systems with homogeneous order parameter. Based on symmetry considerations it was shown that order
Figure 1.5. Phase diagram of MnSi. For higher temperatures the magnetic transition is continuous. As the temperature is lowered the transition changes to first order. Dashed line denotes the onset of non-Fermi liquid behavior. Inset: The behavior of the susceptibility close to the transition (after Ref. [62])

parameters with the particle-particle (Cooper) and spin-triplet particle-hole symmetry are generically affected by mode coupling effects while order parameters in the particle-hole spin-singlet channel do allow for a local Landau-Ginzburg-Wilson theory.

1.3.4. **A helimagnetic quantum phase transition of itinerant electrons.**

We now give a summary of the first project of this dissertation. Perhaps the most extensively studied weak (low transition temperature) itinerant-electron magnet is MnSi. MnSi belongs to the group of nearly or weakly ferromagnetic materials. This group consists of transition metals and their compounds such as MnSi, ZrZn$_2$, TiBe$_2$, Ni$_3$Al, YCo$_2$ and UGe$_2$. At ambient pressure MnSi is a paramagnet for temperatures larger than $T_c = 29.5K$ [63]. Below $T_c$ it orders magnetically. By applying hydrostatic pressure one can reduce the transition temperature $T_c(p)$, which subsequently reaches $T_c(p_c) = 0$ at $p_c = 14.6kbar$. For $p > p_c$, MnSi is paramagnetic at all temperatures. Therefore one can tune MnSi through a magnetic quantum phase
transition by varying the pressure [62,64]. One of the most notable properties of the magnetic phase transition in \( \textit{MnSi} \) is that it changes from continuous to first order as temperature is decreased (Fig. 1.5). The insets of Fig. 1.5 show the susceptibility data close to the transition at low pressure, i.e., comparatively high transition temperature (upper inset) and high pressure, i.e., low transition temperature (lower inset). In the former case one observes a prominent peak reminiscent of the singularity expected at a continuous phase transitions while in the latter case, the susceptibility has a step suggesting a first order transition. The physical reason for the change in the type of the phase transition is the previously discussed coupling of the non-critical soft modes to the order parameter fluctuations, as argued in [49,65].

\( \textit{MnSi} \) has a cubic \( B20 \) structure with lattice spacing \( a = 4.56 \text{Å} \). The \( B20 \) structure lacks an inversion symmetry and weak spin-orbit interaction assumes a Dzyaloshinsky-Moriya form \([66]\), whose action is \( \int \vec{S} \cdot (\nabla \times \vec{S}) d\vec{x} \). Therefore \([67,68]\), the ordered state is not exactly ferromagnetic, but a long-wavelength (\( \approx 175 \text{Å} \)) helical spin spiral. The spin spiral is locked along the \( \vec{K} = \langle 111 \rangle \) direction of the crystal with \( \vec{S} \perp \vec{Q} \) \([67–70]\) (Fig. 1.6). The spiral order can be suppressed by a homogeneous magnetic field \( B \approx 0.6T \) leading to ferromagnetic order. To understand \( \textit{MnSi} \) it is important to investigate the quantum phase transition between the paramagnetic
state and a state with helical ordering. The details of that analysis are given in the attached paper (chapter 2.). Here we briefly summarize main results and discuss the applicability of our theory to the \textit{MnSi} in the light of recent experiments.

The order parameter for the helimagnetic quantum phase transition has eight components, four different orientations of the spiral, i.e., $\vec{K} = \langle 1,1,1 \rangle$, $\langle -1,-1,1 \rangle$, $\langle -1,1,-1 \rangle$ and $\langle 1,-1,-1 \rangle$ with two directions (left or right) for each orientation. Expanding the free energy of the system in terms of fluctuations around one of the spirals leads to a Landau-Ginzburg-Wilson action similar to eq. (1.44). The main difference compared to (1.44) is that the $|\vec{q}| = 0$ singularity is protected and instead a term $\propto |\vec{K}|^2 \log(1/|\vec{K}|)$ arises. As a result the coefficients $\chi^{(n)}$ in eq. (1.39) are finite and the Landau-Ginzburg-Wilson approach is applicable. Physically, the mode-coupling induced long-range interaction is cut-off by the spiral order. The resulting Landau-Ginzburg-Wilson theory is analyzed by conventional renormalization group methods [22]. It is found that the quantum critical behavior is mean-field like with dynamical exponent $z = 2$. In order to distinguish possible phase transition scenarios one needs to keep track of the physics at finite length scales. In addition to the magnetic correlation length, the system is characterized by two non-trivial length scales, i.e., the length scale of the spiral $\ell_S$ and the nucleation length scale $\ell_N$ associated with the first order transitions in itinerant quantum ferromagnets [49, 65]. If $\ell_S \ll \ell_N$, i.e., the Dzyaloshinski instability is much stronger than the effective long-range interaction produced by electronic correlations, the system crosses over from a ferromagnet to a helimagnet before the self-generated effective long-range interaction becomes sufficiently strong to induce a first order transition. The helimagnetic quantum phase transition is therefore continuous with mean-field critical exponents. In contrast, if $\ell_N \ll \ell_S$, i.e., the Dzyaloshinski instability is much weaker than the electronic correlations, the system undergoes a first-order transition which is analogous to the ferromagnetic transition. In \textit{MnSi} the wave-length of the spin spiral is rather large ($\ell_S \approx 175\text{Å}$), in contrast to the nucleation length $\ell_N$ is of the order of the microscopic scale\textsuperscript{a} ($\approx 5\text{Å}$). Therefore $\ell_N \ll \ell_S$, and one expects a first-order

\textsuperscript{a}This can be seen as follows: Assume that the nucleation length was much larger than the microscopic length scale: as the transition is approached the correlation length $\xi$ of the order parameter fluctuations increases producing an increase of the magnetic susceptibility $\chi$. Only when $\xi$ reaches $\ell_N$ does one observe a sudden drop of $\chi$ which corresponds to the first order transition.
transition identical to the quantum ferromagnetic transition which has been observed in earlier experiments [64].

Since this work was published in 2001 new experiments [71, 72] have been performed. They found exotic non-Fermi liquid behavior for temperatures below $\approx 6K$ over a large pressure range above $p_c = 14.6kbar$ (the region below the dashed line denoted as “NFL” on Fig. 1.5). The resistivity shows $\rho \propto T^{3/2}$ dependence in contrast to the behavior of a conventional Fermi liquid. For a conventional Fermi liquid it has been shown that at the magnetic quantum critical point the resistivity depends on temperature as $\rho \propto T^{5/3}$ [73]. Away from the critical point the temperature dependence of the resistivity should be $\rho \propto T^2$ on both sides of the transition. Since in the experiments $\rho \propto T^{3/2}$ behavior prevails even for pressures two times the critical pressure and, thus, far from the critical point, it is clear that the low temperature disordered phase in $MnSi$ is not a conventional paramagnetic Fermi liquid. There have been attempts to explain this unconventional behavior [74], which have recently been supported by neutron diffraction measurements [75]. The authors of Ref. [75] have found that spin spirals survive above $p_c$ but the direction of the helix is unlocked leading to an unusual pattern with partial long-range order. At present, the mechanisms that lead to the non-Fermi liquid behavior and the first order transition observed at low temperatures in $MnSi$ are not fully understood.

1.3.5. **Disorder driven quantum phase transition in an exotic superconductor.** We now give a summary of the second project of this dissertation. Before we proceed with the discussion we note that the results of this project are valid in the limit of weak disorder. In general, strong disorder can non-trivially affect phase transitions as will be discussed in section 1.4.

Even a century after its discovery superconductivity is still one of the central topics of experimental and theoretical research in condensed matter physics. In the heart of its underlying microscopic mechanism is an effective attractive interaction of electrons which overwhelms the Coulomb repulsion and allows electrons to form bound pairs. In the standard model of superconductivity due to Bardeen, Cooper

---

Low-temperature measurements on $MnSi$ (see lower inset in Fig. 1.5) show a jump of susceptibility at the transition temperature with no signs of increase in $\chi$ on either sides of the transition. This suggests that the nucleation length is indeed of the order of the microscopic scale.
and Schrieffer (BCS) the attractive electron-electron interaction arises from the deformations of the underlying crystalline lattice [76], i.e., the exchange of phonons. The BCS picture is believed to account for the majority of known superconductors. However, there is a growing number of metallic compounds, including high-Tc superconductors, in which superconductivity appears to be anomalous or exotic and the pairing mechanism is controversial. Alternative models for electron pairing have been proposed that rely on the dynamical effects of the electrons themselves. Somewhat paradoxically, an effective attractive interaction between pairs of electrons, or more precisely of the fermionic quasiparticles close to the Fermi surface, can arise from the correlation effects of a system of electrons whose bare interaction is repulsive. In general, the effective quasiparticle interaction can have both signs. Specifically, magnetic fluctuations lead to attraction for electrons in the triplet state, but to repulsion for electrons in the singlet state. This can lead to spin-triplet, magnetically mediated superconductivity (see, e.g., [77]). We note that this mechanism is analogous to that leading to superfluidity in $^3$He [78–82].
Recently, superconductivity has been observed on the border of ferromagnetism in a pure system, UGe$_2$ [83]. The same phenomenon has soon after been observed in ZrZn$_2$ [84] and URhGe [85]. UGe$_2$ is a transition metal compound with orthorhombic structure and full inversion symmetry that undergoes a ferromagnetic transition at $T_c = 53K$ at ambient pressure. The transition temperature monotonously decreases with pressure and reaches zero at $p_c \approx 1.6 GPa$ (Fig. 1.7). Therefore, like MnSi, UGe$_2$ can be tuned through a ferromagnetic quantum phases transition by applying hydrostatic pressure. The superconductivity is observed in a narrow range of pressures slightly below $p_c$ for temperatures below $\approx 1K$. Unlike other uranium compounds which have highly localized 5$f$ levels, the 5$f$ electrons in UGe$_2$ are more itinerant and essentially behave like the 3$d$ electrons in the traditional itinerant-electron ferromagnets such as Fe or Co. It is believed that both superconductivity and ferromagnetism originate in these itinerant 5$f$ electrons. Therefore, is likely that the ferromagnetic superconductivity observed in UGe$_2$ is a result of the pairing mechanism discussed in previous paragraph.

It is interesting that superconductivity is observed only inside the ferromagnetic phase while it is completely absent above $p_c$ (for all experimentally available temperatures) in contrast to earlier theoretical work [77] which predicted that the superconducting transition temperature should be roughly as high in the paramagnetic state as it is in the ferromagnetic one. Recently, a generic mechanism has been proposed to account for the enhancement of the superconducting transition temperature inside the ferromagnetic state [86]. The authors of Ref. [86] argued that the critical temperature for spin-triplet, magnetically mediated superconductivity is generically much higher in a ferromagnetic phase than in a paramagnetic one, due to an indirect coupling of the superconductivity to transverse magnetic fluctuations, i.e., spin waves. However, UGe$_2$ has uniaxial anisotropy, therefore this coupling is reduced and it is unclear whether it can explain the exclusively ferromagnetic superconductivity in this metal. An alternative explanation of the enhancement of the superconducting transition temperature in the ferromagnetic state of UGe$_2$ is based on its unusual two peak paramagnetic density of states [87].

Let us now ask how disorder, i.e., non-magnetic impurities influence superconductivity. According to Anderson’s theorem [88], conventional BCS superconductivity
will not be affected by weak non-magnetic random impurities. This theorem is based on the observation that non-magnetic impurities can not break time reversal symmetry. Each state can still be paired with its time reversed state, therefore rendering $s$–wave superconductivity insensitive to their presence. The situation is rather different in the case of exotic superconductors when Cooper pairs are in formed in higher angular momentum channels. For example, as discussed above, magnetic fluctuations lead to attraction in the spin-triplet channel. Due to the Pauli exclusion principle the orbital angular momentum state of a spin-triplet Cooper pair has to be odd, i.e., in the simplest case a $p$–wave. Therefore, the superconducting gap is not isotropic but has $p$–wave symmetry with nodes corresponding to the nodes of a $p$–wave function.

In the case of Cooper pairs with non-zero orbital angular momentum Anderson’s theorem ceases to be valid. Impurity scattering mixes gap and node regions of the Fermi surface and Cooper pairs are destroyed when the mean free path\(^1\) reaches the pair coherence length. Therefore, exotic superconductivity can easily be destroyed even by small amounts of disorder. Note that this is consistent with the experiments in $UGe_2$, which have found ferromagnetic superconductivity only in samples of exceptional purity [83–85].

It is thus important to investigate effects of disorder on exotic superconductivity, or more specifically to deduce properties of the disorder–driven quantum phase transition between an exotic superconductor and a normal metal. For the case of $d$–wave paring in $2d$ this has been done in Ref. [89]. We extend this analysis to pairing in an arbitrary angular momentum channel and discuss the important question of mode coupling effects in analogy to section 1.3.3. A detailed analysis is given in the attached paper (chapter 3.). Here we summarize the main results.

We have derived a Landau-Ginzburg-Wilson theory for the quantum phase transition between a metal and an exotic superconductor. The Landau-Ginzburg-Wilson theory for this transition proved to be equivalent (up to logarithmic corrections in the Gaussian part in the case of $p$-wave pairing) to the extensively studied Landau-Ginzburg-Wilson theory of the dirty itinerant quantum antiferromagnetic phase transition [90–94]. A renormalization group analysis of the Landau-Ginzburg-Wilson theory yielded runaway flow toward large disorder. As a result, the asymptotic fate of the

\(^1\)I.e., the average distance between random impurities.
quantum phase transition is unknown. However, we were able derive a Ginzburg-type criterion for the importance of the disorder fluctuations. For weak bare disorder, as is realized in many experimental systems, the true asymptotic behavior is observed only exponentially close to the quantum critical point. It is preempted by a wide region with mean-field behavior (and logarithmic corrections for p-wave pairing). This result is also important from a general mode-coupling point of view. It is known [95] that mode coupling effects drastically affect a quantum phase transition between a dirty metal and a conventional, s–wave superconductor. We have shown that mode coupling effects are present in all angular momentum channels, but they are increasingly suppressed in higher angular momentum channels. This suppression can be understood as follows: In the presence of non-magnetic quenched disorder, the dominant electronic soft modes are those that involve fluctuations of the number density, spin density, or anomalous density in the zero angular momentum channel while the corresponding densities in higher angular momentum channels are not soft. Since the different angular momentum modes are orthogonal at zero wavenumber, the coupling between a finite angular momentum order parameter and the zero angular momentum soft modes is not strong enough to produce significant effects such as those observed in the s–wave channel.

1.4. PHASE TRANSITIONS IN THE PRESENCE OF DISORDER

Phase transitions in the presence of disorder remain one of the central and only partially solved problems in statistical physics. As we mentioned at the beginning of section 1.3.5., disorder can non-trivially affect critical behavior. In this section we discuss the main properties of phase transitions in the presence of disorder, paying particular attention to strong non-perturbative effects. Here we briefly summarize the main effects of quenched disorder on continuous phase transitions.

Originally it was believed that even weak disorder would destroy any critical point. According to that scenario the disordered system would divide itself up into regions that would independently, at different temperatures, undergo the transition. The transition would be smeared over an interval of temperatures and there would be no sharp singularities in thermodynamic observables [96]. However, it was soon found
that phase transitions generically remain sharp in the presence of weak, short-range correlated disorder.

1.4.1. **Harris criterion.** Harris derived [97] a simple but powerful criterion for the disorder to affect a phase transition. Here we reproduce the derivation because of its beauty and extreme simplicity. Consider a system on a lattice with random quenched impurities of concentration $p$. The pure system undergoes a continuous phase transition at a temperature $T_c^0$. In the presence of disorder the system will undergo a phase transition at some $T_c(p) < T_c^0$. The effects of disorder may be described by a position dependent local transition temperature $T_c(\vec{x})$. We define

$$\delta T_c(\vec{x}) = T_c(\vec{x}) - T_c(p)$$ (1.45)

as the local deviation from the critical temperature $T_c(p)$ and assume that $\delta T_c(\vec{x})$ is a Gaussian random function. The average value $\Delta T_c(p) = 1/L^d \int_{L^d} d\vec{x} \delta T_c(\vec{x})$ of $\delta T_c(\vec{x})$ over a region of linear dimension $L$ much greater than the lattice spacing will be governed by the central limit theorem, i.e.,

$$\Delta T_c(p) \propto L^{-\frac{d}{2}},$$ (1.46)

where $d$ is the dimensionality. If we require that the universal properties, e.g., critical exponents of the clean transition are unchanged, the fluctuations $\Delta T_c(p)$ of the average local transition temperature $\langle T_c(\vec{x}) \rangle_{\xi^d}$ between correlation volumes $\xi^d$ must be smaller than global distance from critical point, i.e.,

$$\Delta T_c(p) < t,$$ (1.47)

where

$$t \propto |T - T_c(p)| \propto \xi^{-\frac{1}{\nu}}$$ (1.48)

is the distance from the critical point, and $\nu$ is the correlation length critical exponent of the clean system. Combining eqs. (1.45), (1.46) and (1.47) we get

$$\xi^{-\frac{d}{2}} < \xi^{-\frac{1}{\nu}},$$ (1.49)
or, the Harris criterion

\[ \nu > \frac{2}{d}. \] (1.50)

Therefore, the disorder will not affect a phase transition if the correlation length critical exponent \( \nu \) fulfills inequality (1.50). We note that non-universal quantities like critical temperature are in general changed by the disorder.

In what follows we discuss possible phase transition scenarios if the Harris criterion is fulfilled or if it is violated.

1.4.2. **Harris criterion fulfilled.** If the Harris criterion is fulfilled the universal properties, e.g., universality class, critical exponents, etc. of the phase transition are not affected by disorder. As the critical point is approached the system asymptotically becomes homogeneous at large length scales, i.e., it averages out disorder and its critical properties are identical to those of a clean system. The system is called *self-averaging*. An example for this case is the 3\( d \) site diluted Heisenberg model. The clean critical exponent \( \nu = 0.698 \) [98] fulfills the Harris criterion and the critical behavior of the diluted system is identical to the one of the clean 3\( d \) Heisenberg model. In the renormalization group language, the critical behavior of the system is governed by a zero disorder fixed point.

1.4.3. **Harris criterion violated.** This case is much more interesting. Violation of the Harris criterion leads to three possible scenarios: (i) a conventional finite-disorder critical point with power-law scaling and new critical exponents which fulfill the Harris criterion, (ii) an infinite-randomness phase transition or (iii) destruction of sharp phase transitions, i.e., the transition is smeared over a range of temperatures.

(i) **Finite-disorder critical point:** Under renormalization the disorder strength tends to a constant. The system is inhomogeneous on all length scales and the critical behavior is changed. At the critical point, thermodynamic observables exhibit conventional power-law scaling but with modified critical exponents that fulfill the Harris criterion [99]. In the limit of infinite sample size, thermodynamic observables do not have single average values, but they are randomly distributed with probability distributions of a universal finite width [100, 101], i.e., thermodynamic observables are sample dependent. The system is not self-averaging. An example is the 3\( d \) site diluted Ising model. The clean \( \nu = 0.627(2) \) (see, e.g., [3]) does not fulfill the Harris
criterion. Therefore, the critical behavior of the disordered model is different from that of the clean 3d Ising model, with the new value of $\nu = 0.682(2)\text{[101]}$ that fulfills the Harris criterion.

(ii) **Infinite-randomness critical point:** Disorder effects are more drastic than in (i) but the phase transition remains sharp. The relative magnitude of the inhomogeneities increases without limit under renormalization, i.e., the system is increasingly inhomogeneous on larger length scales. The probability distribution of thermodynamic variables becomes very broad (even on a logarithmic scale) with the width increasing with the system size. In the vicinity of an infinite-randomness critical point one observes activated rather than conventional power-law scaling, i.e., the relation between the correlation time $\xi_\tau$ and the correlation length $\xi$ is exponential: $\log \xi_\tau \propto \xi^\mu$. A classical example of an infinite-randomness critical point occurs in the McCoy-Wu model [102,103]. The random quantum Ising models in 1d [104–107] and 2d [108,109] are the best known examples of quantum systems having infinite-randomness quantum critical points.

(iii) If the disorder is sufficiently correlated it can destroy the sharp phase transition and smear it over an interval of temperatures. We’ll return to this interesting case in more detail below.
1.4.4. **Griffiths phenomena.** Griffiths phenomena are nonperturbative effects produced by rare disorder fluctuations in the vicinity of a critical point. In general, disorder will decrease the critical temperature $T_c$ from its clean value $T_c^0$. For temperatures $T_c < T < T_c^0$ the system will globally be in the disordered phase. Nevertheless, in an infinitely large system, it is possible to find, with an exponentially small but finite probability, arbitrary large regions devoid of impurities (Fig. 1.8). These rare regions or *Griffiths islands* are locally ordered and have very slow dynamics because to flip them requires changing the order parameter over a large volume. Griffiths [110] showed that due to these rare regions the free energy is non-analytic everywhere in the region $T_c < T < T_c^0$. This region is known as *Griffiths phase* or *Griffiths region* [111]. However, the singularity of the free energy is only essential [110, 112], and in the classical case its effects on the thermodynamic observables are very weak. In contrast, the consequence for the dynamics are much more severe with the rare regions dominating the behavior for long times [111,113–119].

1.4.5. **Smearing of phase transitions induced by correlated disorder.** Often, the disorder in real materials is not point like but spatially extended. Grain boundaries, dislocations and disordered layers are just a few examples of disorder that can extend over a sizable region. Such extended disorder can be modeled as perfectly *correlated* in $d_C$ dimensions and uncorrelated in the remaining $d_\perp = d - d_C$ dimensions. Quenched impurities are time independent and therefore perfectly correlated in time direction. Thus, in the quantum case even spatially point–like disorder is always correlated in, at least, $d_C = 1$ dimension. It thus to be expected that the disorder effects will be more drastic in the quantum than in the classical case.

It is generally accepted that correlated disorder produces stronger effects on critical behavior, but it has been controversial if it can destroy the sharp phase transition. Early studies [120] based on a single expansion in $\epsilon = 4 - d$ did not produce a critical fixed point. This was interpreted as a smeared transition or a first order one [121,122]. An improved analysis which included an additional expansion in the number $d_C$ of correlated dimensions found a critical point with conventional power-law scaling [90,123,124]. Further support for the sharp transition scenario came from Monte-Carlo simulations of a $3d$ Ising model with planar defects [125].
However, all perturbative renormalization group studies miss the effects of rare regions and Griffiths phenomena. These effects have been extensively studied in the McCoy-Wu model [102, 103], a disordered 2d Ising model in which the disorder is perfectly correlated in one dimension and uncorrelated in the other. The transition in this model was originally thought to be smeared. It was later found that it was sharp but of infinite-randomness type [104–106]. Similar behavior has been found in several random quantum models which are related to classical models with linear defects [107–109, 126]. Therefore, it was believed that the phase transitions generically remain sharp even in the presence of extended disorder.

However it has recently been shown that this belief in not true in general [127, 128]. If the disorder is correlated in a sufficient number of dimensions, the Griffiths islands become infinite in these dimensions and true static long-range order can develop on them. As a result, the order parameter is very inhomogeneous in space close to the clean critical temperature, and it develops an exponential dependence on the temperature. Different regions order independently as the temperature is lowered and there is no unique critical temperature for the whole system. The phase transition is smeared over a range of temperatures.

1.4.6. Smeared phase transition in a three-dimensional Ising model with planar defects. Now we give a summary of the third project of this dissertation. Originally, the proposed mechanism for smearing [127, 128] of a phase transition had been tested on a mean-field model. It is therefore important to check if a phase transition in a realistic model will also be smeared in the presence of the correlated disorder. To this end we have performed large-scale Monte-Carlo simulations of a 3d Ising model with short-ranged, nearest neighbor interactions and planar defects\(^a\), introduced via correlated bond disorder. The details of this analysis are presented in the attached paper (chapter 4.). Here we summarize the main results. We have found that the phase transition is indeed not sharp, but rather smeared over a range of temperatures by the presence of the extended defects. As a result, the magnetization develops an exponential tail toward the disordered phase.

\(^a\)Note that \(d_C = 2\) is the lowest dimension in which the Ising model orders. Therefore, in order to observe smearing the disorder has to be correlated in at least two dimensions.
In Fig. 1.9 we show the logarithm of the total magnetization vs. the distance from the clean critical point, \(|T - T_c^0|^{-\nu}\) (for the clean 3d Ising model \(\nu \approx 0.627\)) for three different disorder concentrations \(p = 0.2, 0.25, 0.3\). For all three concentrations the total magnetization follows the predicted [128] exponential law, \(m \propto \exp \left( -Bt^{-d\nu} \right)\). The slope \(B \propto -\ln(1 - p)\) is shown in the inset of Fig. 1.9. The numerical results are in good agreement with the theoretical predictions of Refs. [127,128].

Notice that long-range interactions increase the tendency toward smearing. If the interaction in the direction in which the disorder is correlated falls off as \(1/r^2\) or slower, even linear defects can lead to smearing, because a 1d Ising model with \(1/r^2\) interaction has an ordered phase.

We end our discussion with the brief remark about smearing of quantum phase transitions in disordered itinerant electronic systems. As previously discussed each quantum phase transition can be mapped to a classical phase transition in higher dimension, with imaginary time acting as additional dimension. For dirty itinerant ferromagnets the effective interaction between the spin fluctuations in the imaginary
Figure 1.10. Dimer-diluted 2d spin-$\frac{1}{2}$ bilayer quantum Heisenberg antiferromagnet: Quantum spins (arrows) reside on the two parallel square lattices. The spins in each plane interact with the coupling strength $J_{\parallel}$. Interplane coupling is $J_{\perp}$. Dilution is done by removing dimers.

time direction falls off as $1/\tau^2$, and the disorder is correlated in this direction [22]. Therefore, the dirty itinerant ferromagnetic transition is smeared even for point like impurities [127].

1.4.7. Quantum phase transition in a disordered bilayer quantum Heisenberg antiferromagnet. Here we discuss the main results of the fourth project of this dissertation. As we have already discussed, disorder generically has stronger effects on quantum phase transitions. At a quantum critical point space and time are coupled, and since quenched impurities are time independent they are necessary perfectly correlated in time. Prominent consequences are the infinite-randomness critical points in 1d random spin chains [126,129,130] and in 1d [105–107] and 2d [108,109] random quantum Ising models. In itinerant electronic systems disorder effects can be even more dramatic. For Ising symmetry, quenched disorder completely destroys the sharp quantum phase transition by smearing, as discussed in the previous section. Further unconventional phenomena include non-universal, continuously varying critical exponents, observed in the Griffiths region associated with a quantum phase transition [104–106,108–110] or at certain impurity quantum
Figure 1.11. $L_{\tau}^{\text{max}}/L$ vs. $L$ for four disorder concentrations $p = 1/8, 1/5, 2/7$ and $1/3$. Solid lines: Fit to $L_{\tau}^{\text{max}} = aL^z(1 + bL^{-\omega})$ with $z = 1.310(6)$ and $\omega = 0.48(3)$.

In the paper presented in chapter 5., we have shown that this belief is not true in general. We have performed large scale Monte-Carlo simulations of a dimer-diluted spin-1/2 bilayer quantum Heisenberg antiferromagnet (Fig. 1.10). The spins in each square-lattice plane interact with an exchange energy $J_\parallel$, and the interplane coupling energy is $J_\perp$. For $J_\perp \gg J_\parallel$, neighboring spins from the two layers form singlets, and the ground state is paramagnetic. In contrast, for $J_\parallel \gg J_\perp$ the system develops Néel order. Both phases are separated by a quantum phase transition at $J_\perp/J_\parallel \approx 2.525$.

We have found that this model has a conventional quantum critical point with power-law scaling. Moreover, the critical exponents are universal, i.e., dilution-independent, but only after accounting for strong corrections to scaling characterized by an irrelevant exponent $\omega \approx 0.48$ (see Fig. 1.11). The asymptotic dynamical and correlation length exponents are $z = 1.310(6)$ and $\nu = 1.16(3)$. We have also calculated the exponents $\beta$ and $\gamma$. However, the corrections to scaling for magnetization and susceptibility are very strong, leading to larger errors for $\beta$ and $\gamma$. We have found $\beta/\nu = 0.56(5)$ and $\gamma/\nu = 2.15(10)$. These exponents fulfill the hyperscaling relation $2\beta + \gamma = (d + z)\nu$ (see section 1.1.7.) which is a strong argument for our results being...
asymptotic rather than effective. Details of this analysis are presented in the attached paper (chapter 5.).

Finally, we comment on experiments. If chemical doping replaces magnetic by non-magnetic ions in a 2d antiferromagnet, e.g., Cu by Zn in YBa$_2$Cu$_3$O$_6$, the case of site rather than dimer dilution is realized. The most promising way to effectively achieve bond dilution is the introduction of strong antiferromagnetic inter-dimer bonds at random locations. Thus we propose to study magnetic transitions in bond-disordered systems; those transitions can be expected to be in the same universality class as the one discussed here. One candidate material – albeit 3d – is (Tl, K) CuCl$_3$ under pressure; interesting quasi-2d compounds are SrCu$_2$(BO$_3$)$_2$ or BaCuSi$_2$O$_6$, where suitable dopants remain to be found.

1.5. SUMMARY AND OUTLOOK

In this chapter we gave a general introduction to classical and quantum phase transitions (sections 1.1. and 1.2.). In section 1.3. we discussed the main aspects of the mode-coupling effects on the quantum phase transitions of itinerant electrons. We have also summarized the main results of the first two projects of this dissertation (chapters 2. and 3.).

In section 1.4. we discussed the strong non-perturbative disorder effects on phase transitions. We summarized the main results of the other two projects of this dissertation (chapters 4. and 5.).

The results presented in this dissertation are far from final and complete. Although in the past decade our understanding of the magnetic quantum phase transition has become significantly deeper it is still not complete. Despite recent developments, the complete description of the quantum magnetic phase transition in clean systems is at present unknown. Our study of the mode coupling effects in higher angular momentum channels in disordered systems is based on low order perturbation theory. Although our conclusions are likely to be correct to all orders in the perturbation theory it is impossible to prove it within our approach. A more general theory should be developed. Smearing of the phase transitions in the presence of disorder is closely related to the dimensionality of the disorder and order parameter symmetry. It would be interesting to check the theoretical predictions on the models with
continuous, e.g., Heisenberg symmetry. If the dimensionality of the disorder is such that the rare regions are on the verge of ordering, i.e., at the lower critical dimension, the disorder effects can be non-trivial. They will not be strong enough to destroy the transition but may lead to the non-trivial effects, e.g., an infinite-randomness phase transition. Such a situation is met in the 3d Heisenberg model with planar defects, which is the topic of work currently in progress.
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Abstract

We investigate the quantum phase transition of itinerant electrons from a paramagnet to a state which displays long-period helical structures due to a Dzyaloshinskii instability of the ferromagnetic state. In particular, we study how the self-generated effective long-range interaction recently identified in itinerant quantum ferromagnets is cut-off by the helical ordering. We find that for a sufficiently strong Dzyaloshinskii instability the helimagnetic quantum phase transition is of second order with mean-field exponents. In contrast, for a weak Dzyaloshinskii instability the transition is analogous to that in itinerant quantum ferromagnets, i.e. it is of first order, as has been observed in MnSi.
Quantum phase transitions are phase transitions that occur at zero temperature as a function of some non-thermal control parameter like pressure, magnetic field, or chemical composition. While the usual finite-temperature phase transitions are driven by thermal fluctuations, zero-temperature quantum phase transitions are driven by quantum fluctuations which are a consequence of Heisenberg’s uncertainty principle. Quantum phase transitions have attracted considerable attention in recent years, in particular since they are believed to be at the heart of some of the most exciting discoveries in modern condensed matter physics, such as the localization problem, the quantum Hall effects, various magnetic phenomena, and high-temperature superconductivity.¹⁻⁵

One of the most obvious examples of a quantum phase transition is the transition from a paramagnetic to a ferromagnetic metal that occurs as a function of the exchange coupling between the electron spins. In a pioneering paper this transition was studied by Hertz⁶ who generalized Wilson’s renormalization group to quantum phase transitions. The finite temperature properties were later discussed by Millis.⁷ Building on these results the theory of the ferromagnetic quantum phase transition has recently been worked out in much detail. It was shown that in a zero-temperature correlated itinerant electron system additional non-critical soft modes couple to the order parameter. This effect produces a (self-generated) effective long-range interaction between the spin fluctuations, even if the microscopic exchange interaction is short-ranged.⁸ In a clean system the resulting ferromagnetic quantum phase transition is generically of first order.⁹

The experimentally best studied example of such a transition is probably provided by the pressure-tuned transition in MnSi.¹⁰,¹¹ MnSi belongs to the class of nearly or weakly ferromagnetic metals. These materials are characterized by strongly enhanced spin fluctuations. Thus, their ground state is close to a ferromagnetic instability which makes them good candidates for actually reaching the ferromagnetic quantum phase transition experimentally. At ambient pressure MnSi is paramagnetic for temperatures larger than \( T_c = 30 \) K. Below \( T_c \) it orders magnetically. The phase transition temperature can be reduced by applying pressure, and at about 14 kBar the magnetic phase vanishes altogether. Thus, at 14 kBar MnSi undergoes a magnetic quantum
phase transition. The properties of this transition are in semi-quantitative agreement with the theoretical predictions, in particular, the quantum phase transition is of first order while the thermal transition at higher temperatures is of second order.

However, the magnetic order in MnSi is not exactly ferromagnetic but a long-wavelength (190 Å) helical spin spiral along the (111) direction of the crystal. The ordering wavelength depends only weakly on the temperature, but a homogeneous magnetic field of about 0.6 T suppresses the spiral and leads to ferromagnetic order. The helical structure is a consequence of the so-called Dzyaloshinskii mechanism, an instability of the ferromagnetic state with respect to small ‘relativistic’ spin-lattice or spin-spin interactions. The helical ordering in MnSi immediately leads to the question, to what extent the properties of the quantum phase transition in MnSi are generic for itinerant quantum ferromagnets or whether the agreement between the experiments and the ferromagnetic theory is accidental.

In this paper we therefore study how the long-period helimagnetism caused by a Dzyaloshinskii instability influences the properties of the quantum phase transition of an itinerant magnet. Our starting point is the effective action for the spin degrees of freedom in a three-dimensional itinerant quantum magnet. This action can be derived from a microscopic model of interacting electrons. In terms of the magnetization $M$ the action reads

$$S_{FM}[M] = \frac{1}{2} \int dxdy M(x) \Gamma_0(x - y) M(y)$$

$$- \sum_{n=3}^{\infty} \frac{(-1)^n}{n!} \int dx_1 \ldots dx_n \chi^{(n)}(x_1, \ldots, x_n) \times$$

$$\times M(x_1) \ldots M(x_n).$$

We have used a 4-vector notation with $x = (r, \tau)$ comprising a real space vector $r$ and imaginary time $\tau$. Analogously, $\int dx = \int dr \int_0^{1/T} d\tau$, where $T$ is the temperature. The bare Gaussian vertex $\Gamma_0$ is proportional to $(1 - J \chi^{(2)})$ where $J$ is the spin-triplet (exchange) interaction amplitude and $\chi^{(2)}$ is the spin susceptibility of a reference system which is a Fermi liquid (precisely, it is the original electron system with the bare spin-triplet interaction taken out). For the purpose of this paper we can consider the Fourier transform $\Gamma_0(k, \omega)$ of the Gaussian vertex in the limit of long-wavelengths and low frequencies, $|k| \ll k_F$ and $\omega \ll \epsilon_F$, since we are interested in spiral states
whose wavelength is large compared to the Fermi wave length and in long-wave length low-frequency fluctuations around such states. In this limit $\Gamma_0$ is given by

$$\Gamma_0(k, \omega) = t_0 + B_1k^2 + C_3k^2 \log(1/k) + C_\omega \frac{\omega}{k}. \quad (2)$$

The third term in $\Gamma_0(k, \omega)$ merits particular attention. It represents an effective long-range interaction induced by the coupling between the magnetization and additional non-critical soft modes in a zero-temperature electronic system. Generically, this interaction is repulsive, i.e $C_3 < 0$, but rather weak, $|C_3| \ll B_1$, since it is caused by electronic correlations. In the ordered phase the magnetization $M$ cuts off the logarithmic singularity, and the term qualitatively takes the form $C_3M^4 \log(1/M)$ which leads to a first-order phase transition.\(^9\) The nucleation length scale $\ell_{\text{Nucl}}$ associated with this transition is given by the length at which the $B_1$ and $C_3$ terms in the Gaussian vertex (2) are equal and opposite, i.e. $\log(\ell_{\text{Nucl}}) \sim B_1/|C_3|$. The coefficients $\chi^{(n)}$ of the higher order terms in eq. (2) are proportional to the higher spin density correlation functions of the reference system. Because of the same mode coupling effects that lead to the non-analytic $C_3$ term in the Gaussian action they are in general not finite in the limit of zero frequencies and wave numbers. For $p \to 0$ they behave like $\chi^{(n)} \sim v^{(n)}|p|^{4-n}$.

We now add a new term, the helical or Dzyaloshinskii term,\(^{13, 14}\) to the effective action (2):

$$S[M] = S_{\text{FM}}[M] + D \int dx \mathbf{M}(x) \cdot \text{curl} \mathbf{M}(x). \quad (3)$$

This term will cause an instability of the ferromagnetic state. Physically, it may be caused by relativistic interactions between spins of the form $\mathbf{S}_i \times \mathbf{S}_j$. Therefore, it will generically be small compared to the other Gaussian terms, with the possible exception of the long-range $C_3$ term. The Dzyaloshinskii term defines a new length scale $\ell_{\text{Spiral}}$ which is the length at which the Dzyaloshinskii term and the conventional gradient ($B_1$) term in the action are of the same strength, $\ell_{\text{Spiral}} \sim B_1/|D|$.\(^{13, 14}\)

Clearly, the qualitative properties of the helimagnetic quantum phase transition crucially depend on the ratio of the two length scales $\ell_{\text{Spiral}}$ and $\ell_{\text{Nucl}}$. Let us first discuss the two possible scenarios qualitatively: In the case $\ell_{\text{Spiral}} \ll \ell_{\text{Nucl}}$, i.e. for a strong Dzyaloshinskii instability or weak electronic correlations the growing magnetic
correlation length first reaches $\ell_{\text{Spiral}}$ when approaching the quantum phase transition. Therefore the system crosses over from ferromagnetic to helimagnetic behavior before the self-generated effective long-range interaction becomes sufficiently strong to induce a first-order transition. The dominant fluctuations close to the quantum phase transition are therefore of spiral character. In the opposite case, $\ell_{\text{Spiral}} \gg \ell_{\text{Nucl}}$, i.e. a weak Dzyaloshinskii instability or strong electronic correlations, the magnetic correlation length first reaches $\ell_{\text{Nucl}}$, and the system undergoes a first-order phase transition. In this case, the dominant fluctuations close to the quantum phase transition are of ferromagnetic nature even though the ordered state is a spiral. Therefore the properties of the transition are completely analogous to that of the ferromagnetic quantum phase transition.

After this qualitative discussion we now analyze the action (3) in more detail. In order to determine the character of the ordered state we begin with a saddle point-level investigation of the Gaussian term of the action. In the presence of the Dzyaloshinskii term, the Gaussian action is minimized by a state $M(x)$ which is periodic in space but homogeneous in imaginary time:

$$M(\mathbf{r}, \tau) = A_k e^{i \mathbf{k} \cdot \mathbf{r}} + A_k^* e^{-i \mathbf{k} \cdot \mathbf{r}}. \quad (4)$$

Here $A_k = a_k + ib_k$ is a complex vector. Inserting this ansatz into the action (3) we obtain

$$S^{\text{SP}}(\mathbf{k}) = \left[t_0 + B_1 k^2 + C_3 k^2 \log(1/k)\right]|A_k|^2 + iD \mathbf{k} \cdot (A_k \times A_k^*) + O(|A_k|^4). \quad (5)$$

The Gaussian part of $S^{\text{SP}}(\mathbf{k})$ is minimized for $|a_k| = |b_k|$ and $a_k \perp b_k$. The sign of $D$ determines the handedness of the resulting spin spiral. For $D > 0$ the minimum action is achieved for $\mathbf{k}$ antiparallel to $a_k \times b_k$, this is a right-handed spiral. In contrast, for $D < 0$ the vector $\mathbf{k}$ must be parallel to $a_k \times b_k$, leading to a left-handed spiral. Taking all these conditions into account the saddle-point action reads

$$S^{\text{SP}}(\mathbf{k}) = \left[t_0 + B_1 k^2 + C_3 k^2 \log(1/k) - 2|D|k\right]|A_k|^2 + O(|A_k|^4). \quad (6)$$
The term in brackets is minimized by the ordering wave vector $K$. Since in general $|D| \ll B_1$ the ordering wavevector will be small. The direction of $K$ cannot be determined from our rotational invariant Gaussian vertex (2). It will be fixed by additional (weak) anisotropic terms in the model. In MnSi the spiral wavevector is known to be parallel to the (111) or equivalent crystal directions.\textsuperscript{10,11,15} In the following we will focus on this case, a generalization to other directions is straightforward. There are four equivalent ordering wave vectors $K_j$, \textit{viz.} $K (1,1,1)/\sqrt{3}$, $K (-1,-1,1)/\sqrt{3}$, $K (-1,1,-1)/\sqrt{3}$, and $K (1,-1,-1)/\sqrt{3}$. For each wave vector $K_j$ there are two equivalent directions in the plane orthogonal to $K_j$. Together this defines 8 equivalent spirals, i.e. the order parameter has eight components, $\psi_j, \bar{\psi}_j$, ($j = 1 \ldots 4$).\textsuperscript{14}

We now consider slow fluctuations of the order parameter by writing the magnetization as

$$M(r, \tau) = \sum_{j=1}^{4} \left\{ \psi_j(r, \tau) \left[ A_{K_j} e^{iK_j \cdot r} + A_{K_j}^* e^{-iK_j \cdot r} \right] ight. $$

$$+ \bar{\psi}_j(r, \tau) \left[ -i A_{K_j} e^{iK_j \cdot r} + i A_{K_j}^* e^{-iK_j \cdot r} \right] \right\}, \quad \quad (7)$$

where $A_{K_j} = a_{K_j} + i b_{K_j}$ with $|a_{K_j}| = |b_{K_j}| = 1$, $a_{K_j} \perp b_{K_j}$, and $K_j$ parallel or antiparallel to $a_{K_j} \times b_{K_j}$ depending on the sign of $D$. The order parameter fields $\psi_j(r, \tau)$ and $\bar{\psi}_j(r, \tau)$ are slowly varying in space and imaginary time, in particular, they are only slowly varying over the wavelength of the spiral. Inserting the order parameter representation (7) into the action (3) leads to the desired order parameter field theory for the itinerant quantum helimagnet.

In the non-magnetic phase the leading terms in an expansion of the Landau-Ginzburg-Wilson free energy functional $\Phi$ in powers of momenta and frequencies of the order parameter field are given by

$$\Phi[\psi_j, \bar{\psi}_j] = \frac{1}{2} \sum_{q,\omega,j} \left[ |\psi_j(q, \omega)|^2 + |\bar{\psi}_j(q, \omega)|^2 \right] \times $$

$$\times \left[ t + B_1 q^2 + C_3 K^2 \log \left( \frac{1}{K} \right) + $$

$$+ \tilde{B}_1 \omega \log(1/K) + C_\omega \left( \frac{\omega}{K} \right) + O(q^3, \omega q^2) \right]$$

$$+ O(\psi^4, \bar{\psi}^4). \quad \quad (8)$$
As a consequence of the spiral magnetic ordering the non-analyticities in the Gaussian vertex (2) are cut-off at the ordering wave vector $K$. For clarity we have written the resulting $K$-dependent terms explicitly in (8). In the rest of the paper they will be absorbed into renormalizations of the parameters $t$, $B_1$, and $C_\omega$. The spiral ordering cuts off not only the non-analyticities in the Gaussian vertex but also the singularities in the higher-order terms. In contrast to the ferromagnetic case (2) the coefficients of all higher-order terms in (8) are finite in the limit $\mathbf{q}, \omega \to 0$.

We now analyze the order-parameter field theory (8) at mean-field level. As discussed after eq. (2), in the magnetic phase the long-range interaction (the logarithmic term) will be cut off not only by $K$ but also by $|\psi|^9$. Qualitatively, the resulting term takes the form $-C_3 \psi^4 \ln(\psi^2 + K^2)$. Consequently, the mean-field free energy in the magnetic phase reads

$$F \sim t \psi^2 - C_3 \psi^4 \log(\psi^2 + K^2) + \tilde{u} \psi^4 + O(\psi^6). \quad (9)$$

At mean-field level the order of the transition is determined by the sign of the coefficient $u$ of the $\psi^4$ term. Expanding the logarithm in (9) we find $u = \tilde{u} - 2C_3 \log K$. Thus, for large $K$ and small $C_3$ the mean-field free energy displays a continuous transition with conventional mean field critical exponents (this is the first scenario mentioned above), in the opposite case a first-order transition analogous to that in itinerant ferromagnets$^9$ (the second scenario discussed above). There is a quantum tricritical point at $|K| = \exp(-\tilde{u}/2|C_3|)$ which separates the two regimes. The tricritical behavior is also conventional mean-field like.

What remains to be done is to check the stability of the mean-field theory (9) with respect to quantum fluctuations. In the case of the first-order scenario this was done in Ref. 9. To do the same for the continuous-transition scenario we keep only the most relevant terms (in the renormalization group sense) in (8) and suppress unessential constants. The resulting Landau-Ginzburg-Wilson functional $\Phi$ can be written as

$$\Phi[\psi_j, \bar{\psi}_j] = \frac{1}{2} \sum_{\mathbf{q},\omega,j} (t + q^2 + |\omega|) \left[ |\psi_j(\mathbf{q}, \omega)|^2 + |\bar{\psi}_j(\mathbf{q}, \omega)|^2 \right]$$

$$+ u \int dx \left\{ \sum_j [\psi_j^2(x) + \bar{\psi}_j^2(x)] \right\}^2$$
Here the \( u \) term is the conventional isotropic 4th order term, while the \( \lambda \) term represents a cubic anisotropy connected with the discrete 4-fold degeneracy of the action with respect to the direction of the spiral wave vector \( K \). One might worry whether additional relevant contributions to (10) arise from the anisotropic terms in the action necessary to fix the directions of the spirals, as discussed after (6). However, once the rotational symmetry is broken by the discrete set of spiral directions additional anisotropic terms in the action do not produce new contributions to (10). An explicit calculation shows that they only renormalize the coefficients \( u \) and \( \lambda \).

We proceed by analyzing the Landau-Ginzburg-Wilson free energy functional (10) by conventional renormalization group methods for quantum phase transitions.\(^6\) At tree-level the Gaussian fixed point is defined by the requirement that the coefficients of the \( q^2 \) and \( |\omega| \) terms in the Gaussian vertex do not change under renormalization. Therefore, the dynamical exponent is \( z = 2 \). The other critical exponents which can be read off the Gaussian vertex take their mean-field values: \( \nu = 1/2, \gamma = 1 \), and \( \eta = 0 \). Defining the scale dimension of a length to be \( [L] = -1 \), we find the scale dimension of the fields at the Gaussian fixed point to be \( [\psi] = [\bar{\psi}] = (d + z - 2)/2 = 3/2 \) (\( d \) is the spatial dimensionality).

The properties of the Gaussian fixed point in our model are identical to those of a conventional itinerant antiferromagnet. This is not surprising since the structure of the Gaussian vertex of the Landau-Ginzburg-Wilson functional (10) is identical to that derived by Hertz\(^6\) for itinerant antiferromagnets. The only difference is the number of order parameter components.

In order to check the stability of the Gaussian fixed point we calculate the scale dimensions of the coefficients of the quartic terms, \( u \) and \( \lambda \). They turn out to be \( [u] = [\lambda] = d + z - 4[\psi] = 4 - d - z \). In our case, \( d = 3, z = 2 \) this means \( [u] = [\lambda] = -1 \). The quartic terms are irrelevant at the Gaussian fixed point which is therefore stable. This is again analogous to a conventional itinerant quantum antiferromagnet, the more complicated order parameter component structure does not play any role at the Gaussian fixed point. Consequently, the mean-field theory (9) of the helimagnetic
quantum phase transition is indeed stable, and the quantum-critical point, if any, is characterized by the usual mean-field exponents and a dynamic exponent of $z = 2$.

In the final section of the paper we relate our findings to the experiments on the quantum phase transition in the prototypical itinerant helimagnet, MnSi.$^{10,11}$ Our study has revealed that the properties of the helimagnetic quantum phase transition crucially depend on the ratio of two length scales, viz. the wave length $\ell_{\text{Spiral}}$ of the spiral and the nucleation length $\ell_{\text{Nucl}}$ associated with the first-order transition in the corresponding itinerant quantum ferromagnet. In MnSi the wave length of the spiral is rather large, approximately 190 Å. In contrast, the experimental data for the magnetic susceptibility suggest that the nucleation length of the first order transition is small (of the order of the microscopic scales). This can be seen from the fact that no susceptibility increase is observed close to the quantum phase transition, instead the susceptibility close to the transition is approximately a step function. (If the first order transition would occur at some large length scale the susceptibility should increase when approaching the transition until the magnetic correlation length reaches this scale.)

Therefore, the nucleation length scale is much shorter than the spiral wave length, and our theory predicts a first-order transition, in agreement with the experiments. According to our theory the properties of the quantum phase transition in MnSi are identical to that of the quantum ferromagnetic transition and MnSi is indeed a prototypical example for this transition.

In summary, we have studied the quantum phase transition of itinerant electrons from a paramagnet to a state which displays long-period helical structures due to a Dzyaloshinskii instability of the ferromagnetic state. We found that depending on the relative strengths of the helical (Dzyaloshinskii) term and the correlation-induced self-generated long range interaction two different phase transition scenarios are possible. If the self-generated long-range interaction is stronger than the helical term the transition is of first-order with the same properties as the quantum ferromagnetic transition. This is the situation encountered in MnSi. In contrast, if the helical term is stronger the transition is a continuous one with mean-field critical exponents and a
dynamical exponent of $z = 2$. The two regimes are separated by a quantum tricritical point.
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Abstract

We derive an order-parameter field theory for a quantum phase transition between a disordered metal and an exotic (non-s-wave) superconductor. Mode coupling effects between the order parameter and other fermionic soft modes lead to an effective long-range interaction between the anomalous density fluctuations which is reflected in singularities in the free energy functional. However, this long-range interaction is not strong enough to suppress disorder fluctuations. The asymptotic critical region is characterized by run-away flow to large disorder. For weak coupling, this asymptotic region is very narrow. It is preempted by a wide crossover regime with mean-field critical behavior and, in the $p$-wave case, logarithmic corrections to scaling in all dimensions. These results are discussed from a general mode-coupling point of view and in relation to recent experiments.
I. INTRODUCTION

During the past two and a half decades considerable effort has been devoted to understanding the physics underlying quantum phase transitions, still leaving them one of the most intriguing problems in condensed matter physics.\textsuperscript{1-3} Quantum phase transitions are fundamental changes in the macroscopic properties of matter occurring at zero temperature as functions of some external parameters. In addition to being of fundamental interest, quantum phase transitions are important because they are believed to underlie a number of interesting low-temperature phenomena, in particular various forms of exotic superconductivity.\textsuperscript{4-6}

In a seminal paper,\textsuperscript{1} Hertz introduced a general scheme for the theoretical treatment of quantum phase transitions in itinerant electronic systems. The basic idea of his approach is to integrate out all microscopic degrees of freedom and to derive a Landau-Ginzburg-Wilson (LGW) theory entirely in terms of the order parameter fluctuations. Within this scheme, all microscopic details of the system are encoded in vertices of the LGW theory which are given by the appropriate correlation functions of a Fermi liquid. Hertz applied this scheme to the ferromagnetic and antiferromagnetic quantum phase transitions of itinerant electrons. He showed that a quantum phase transition in \( d \) dimensions is essentially equivalent to a classical phase transition in \( d + z \) dimensions (\( z \) is the dynamical critical exponent). Therefore the upper critical dimension \( d_c^+ \) for most quantum phase transitions is reduced below \( d = 3 \). Hertz then concluded that most quantum phase transitions are not very interesting from a critical phenomena point of view since their critical behavior in the physically relevant dimensions is mean-field like.

However, in recent years, it has become clear that for many quantum phase transitions in itinerant electronic systems there are problems with Hertz’ scheme because besides the order parameter fluctuations, which are soft (gapless) at the critical point, there are additional non-critical fermionic soft modes present in the system. These additional soft modes exist not only at the critical point but also in the bulk phases. They are related to the existence of conservation laws and/or broken symmetries and constitute examples of generic scale invariance.\textsuperscript{7} If the coupling between the order pa-
rameter and these additional soft modes is sufficiently strong it generates an effective long-range interaction between the order parameter fluctuations. This is reflected in a non-analytic wave-number dependence of the order parameter susceptibilities, i.e., non-analytic vertices of the LGW theory of the corresponding quantum phase transition. Generically, such a non-localities in the LGW theory will lead to non-mean-field critical behavior of the quantum phase transition.

The precise influence of the mode-coupling effects on a quantum phase transition depends on the structure of the additional soft modes and their coupling to the order parameter. One of the most prominent examples is the ferromagnetic quantum phase transition of itinerant electrons. In the disordered phase (i.e., a paramagnetic Fermi liquid) the mode-coupling leads to a non-analyticity in the static magnetic susceptibility of the form $|q|^{d-1}$ for clean electrons$^{8–10}$ and an even stronger singularity of the form $|q|^{d-2}$ for diffusive electrons.$^{11}$ This effect is analogous to the well known Altshuler-Aronov interaction correction to the conductivity of diffusive electrons.$^{12}$

As a result, the clean ferromagnetic quantum phase transition can either be of second order with non-mean-field exponents or even of first order.$^{13,14}$ For dirty electrons, the transition is generically second order but with highly unusual exponents which can nonetheless be determined exactly.$^{11,15}$ Even stronger singularities were found for the quantum phase transition between a dirty metal and a conventional ($s$-wave) superconductor.$^{16}$ Here the mode-coupling effects lead to a critical point with exponential rather than the conventional power-law scaling, e.g., the correlation length behaves as $\xi \sim e^{1/|t|}$, where $t$ is distance from the quantum critical point.

In order to find out which quantum phase transitions are actually influenced by the mode-coupling effects discussed above, a general criterion was established$^{17}$ for quantum phase transitions in itinerant electronic systems with homogeneous ($q = 0$)$^{18}$ order parameters. Based on symmetry considerations it was shown that order parameters in the particle-particle (Cooper) and spin-triplet particle-hole channels are generically affected by mode coupling effects while order parameters in the particle-hole spin-singlet channel do allow for a local LGW theory. This criterion relies on the observation that a source field for an order parameter in the particle-particle or spin-triplet particle-hole channel will break a symmetry of the system forcing the
corresponding soft modes to acquire a mass. Therefore, the corresponding correlation functions become non-analytic functions of the source field. In contrast, a source term in the particle-hole spin-singlet channel is equivalent to a change in chemical potential and leaves soft mode structure of the system intact, resulting in an analytic expressions for reference ensemble correlations functions.

All of the examples mentioned above are quantum phase transitions with zero angular momentum order parameter. The effect of mode-coupling on order-parameters with finite angular momentum are much less understood. Herbut\textsuperscript{19} studied the $d$-wave superconducting quantum phase transition in two dimensions within Hertz’ scheme (which is equivalent to Gorkov’s mean-field theory). He found that the typical Cooper channel (BCS) logarithmic singularities are demoted to irrelevant terms by the $d$-wave symmetry. This raises the important general question: How does a finite order parameter angular momentum influence the coupling between order parameter and additional fermionic soft modes?

In this Paper, we study this question for quantum phase transitions between a metal and an exotic superconductor in the presence of non-magnetic quenched disorder. These transitions are of particular experimental importance since various superconducting states with $p$-wave, $d$-wave and maybe higher symmetries have been observed in recent years and their quantum phase transitions are experimentally accessible\textsuperscript{4-6} in principle. Experiments recently performed on the weakly ferromagnetic compounds UGe$_2$\textsuperscript{5} and ZrZn$_2$\textsuperscript{6} revealed the existence of a superconducting phase within the ferromagnetic phase at temperatures below 1K. It is believed\textsuperscript{5} that both superconductivity and ferromagnetism arise from the same electrons, suggesting that the superconducting state is of spin-triplet ($p$-wave) type. One of the good candidates for the mechanism of superconductivity is $p$-wave triplet pairing mediated by magnetic fluctuations produced by a nearby magnetic quantum critical point,\textsuperscript{20} although this is still not a settled issue. The onset of the phenomenon has proven to be very sensitive to the presence of non-magnetic disorder, making it observable only in highly pure samples. This fact also points to a non-$s$-wave order parameter. In ZrZn$_2$ the superconducting quantum phase transition as a function of disorder has already been observed.\textsuperscript{6}
The paper is organized as follows. In Section II we derive the LGW free energy functional starting from a microscopic model of interacting disordered electrons. Subsections II A and II B are devoted to the case of \( p \)-wave pairing symmetry; higher angular momenta \( L \) are considered in subsection II C. In Section III, we investigate the resulting LGW theory by means of the renormalization group and determine the critical behavior. In Section IV we analyze our findings from a general mode-coupling point of view, we discuss differences between paramagnetic and ferromagnetic as well as clean and dirty systems, and we briefly mention possible experiments. Technical details of the calculation are presented in appendices.

II. LANDAU-GINZBURG-WILSON THEORY

A. \( p \)-wave pairing case

In this section, we derive an effective LGW theory for the disorder-driven quantum phase transition between a paramagnetic metal and an exotic superconductor with \( p \)-wave triplet pairing. Our starting point is a microscopic action for interacting electrons in \( d > 2 \) dimensions and subject to a static, single-particle random potential \( V(x) \). For simplicity we assume a Gaussian distributed potential with 

\[ V(x_1)V(x_2)_{\text{dis}} = W\delta(x_1 - x_2), \]

with \( W \) being measure of disorder strength. The partition function \( Z \) can be written as a functional integral over Grassmann variables \( \psi, \bar{\psi} \):

\[ Z = \int D[\bar{\psi}, \psi] e^{S[\bar{\psi}, \psi]} . \tag{1} \]

We decompose the action \( S = S_p + S_0 \) into the \( p \)-wave interaction part \( S_p \) and a reference system \( S_0 \) which comprises the single-particle part, the random potential and \( S_{\text{int}} \) (the interaction in all channels other than the \( p \)-wave channel):

\[ S_0 = \int dx \sum_{\sigma} \bar{\psi}_\sigma(x) \left[ \partial_\tau + \frac{\nabla^2}{2m} + \mu \right] \psi_\sigma(x) + \int dx \sum_{\sigma} \bar{\psi}_\sigma(x)V(x)\psi_\sigma(x) + S_{\text{int}}, \tag{2} \]

\[ S_p = \sum_{\{\sigma\}} \frac{\Gamma^{(\sigma)}_1}{2} \int dx \mathbf{n}_{\sigma\sigma'}(x) \cdot \mathbf{n}_{\sigma_1\sigma'_1}(x) . \tag{3} \]
We use a \((d + 1)\)-vector notation, with \(x = (x, \tau), k = (k, \Omega)\), \(\int dx = \int_V d^d x \int_0^\beta d\tau\) and \(\sum_k = \sum_k T \sum_\Omega\). \(x\) is a real space coordinate, \(\tau\) imaginary time, \(k\) momentum vector and \(\Omega\) Matsubara frequency. \(n_{\sigma\sigma'}(x)\) is the \(p\)-wave anomalous density whose Fourier transform in terms of the fermion fields is given by

\[
n_{\sigma\sigma'}(q) = \sum_k \hat{e}_k \psi_\sigma(k + q/2) \psi_{\sigma'}(k - q/2), \tag{5}\]

with \(\hat{e}_k = k/|k|\), \(\sigma, \sigma'\) being spin indices and \(\cdot\) denoting scalar product in the orbital space. Due to the Pauli principle the spin state of the Cooper pair has to be a triplet, i.e. \(\sigma\sigma' \in \{\uparrow\downarrow, \downarrow\uparrow, 1/\sqrt{2}(\uparrow\downarrow + \downarrow\uparrow)\}\). Which combination of the three possible triplet components is actually realized depends on the system under consideration.

The reference ensemble \(S_0\) describes interacting electrons in the presence of non-magnetic quenched disorder and no bare interaction in the \(p\)-wave Cooper channel. (A non-vanishing interaction in this channel will be generated in perturbation theory.) \(S_0\) thus describes a general system of disordered interacting electrons with the only restriction being that it must not undergo a phase transition in the parameter region we are interested in.

A standard procedure\(^1\) is used to derive a LGW order-parameter field theory. We decouple the interaction term using a Hubbard-Stratonovich transformation\(^{21,22}\) introducing a complex field \(\Delta_{\sigma\sigma'}(x)\) which plays the role of an order parameter. Quenched disorder is averaged out using the replica trick\(^{23}\) and fermionic degrees are then integrated out, leading to an expression for the critical part of the partition function only in terms of order-parameter field:

\[
Z = \int D[\Delta] \ e^{-\Phi[\Delta]} . \tag{6}\]

Since our emphasis is on the mode-coupling effects, and in order to avoid unnecessary complications in notation, we restrict our analysis to a certain spin component \((\sigma\sigma' = (\uparrow\uparrow))\) of the order parameter. The LGW free energy \(\Phi[\Delta]\) is expanded in powers of
FIG. 1: Contributions to the leading terms of the Gaussian part of the LGW functional. (a) provides a constant ($\sim N_F$) and the frequency dependence, $|\omega|\tau$, while (b) gives the leading momentum dependence, $|q|^2 \log(1/|q|)$.

the order parameter $\Delta \equiv \Delta_{\uparrow\uparrow}$. Up to quartic order it reads:

$$\Phi[\Delta] = \sum_{q,\alpha} \bar{\Delta}^\alpha(q)(1 - \Gamma_t \chi^{(2)}(q)) \Delta^\alpha(q)$$

$$- \sum_{q_1, q_2, q_3} \Gamma_t^{(4)} \chi^{(4)}_{\alpha,\beta}(q_1, q_2, q_3) \bar{\Delta}^\alpha(q_1) \Delta^\alpha(q_2)$$

$$\times \bar{\Delta}^\beta(q_3) \Delta^\beta(q_1 + q_3 - q_2) + O(\Delta^6),$$

where $\Gamma_t^{\uparrow\uparrow} \equiv \Gamma_t$. Here $\alpha, \beta$ are replica indexes. The coefficients of the LGW functional are determined by the 2-point and 4-point anomalous density correlation functions of the reference system $S_0$ which can be written as $\chi^{(2)} = \langle \bar{n}^\alpha n^\alpha \rangle_0$ and $\chi^{(4)}_{\alpha,\beta} = \langle \bar{n}^\alpha \bar{n}^\beta n^\beta n^\alpha \rangle_0$ (with the spin and component indices suppressed).

B. Anomalous density correlation functions in the $p$-wave channel

In this subsection we use diagrammatic perturbation theory in disorder and interactions of the reference ensemble $S_0$ to calculate $\chi^{(2)}$ and $\chi^{(4)}$, concentrating on the leading behavior for weak disorder. Thus, we neglect all diagrams with crossed impurity lines, i.e., all weak localization effects, which become important only at higher impurity concentrations. This is certainly justified for the ferromagnetic superconductors\textsuperscript{5,6} where the superconducting quantum phase transition occurs at very small disorder.

We start our analysis by examining the 2-point correlation function, $\chi^{(2)} = \langle \bar{n}^\alpha n^\alpha \rangle_0$. The leading contributions are obtained from the diagrams shown in Fig. 1 (details of the calculation of these diagrams are given in Appendix B). Here, the
external vertices represent anomalous $p$-wave densities, the solid lines are fermionic propagators in Born approximation,

$$G^{-1}_\sigma(\mathbf{k}, \omega) = i\omega - \epsilon_{\mathbf{k},\sigma} + \mu + (i/2\tau)\text{sgn}(\omega),$$

where $\epsilon_{\mathbf{k},\sigma}$ is the dispersion relation and $\tau$ is the scattering time. The double line represents a particle-particle impurity ladder (Appendix A):

$$W_R(\mathbf{q}, \Omega, \omega) = \begin{cases} 1 & \text{if } \Omega(\Omega + \omega) < 0 \\ \frac{1}{|2\Omega + \omega| + \ell^2 |\mathbf{q}|^2/d} & \text{if } \Omega(\Omega + \omega) > 0 \end{cases}$$

$\ell = k_F \tau / m$ is the elastic mean free path and $W = 1/(2\pi N_F \tau)$ with $N_F$ being the density of states at the Fermi level. The calculation of the diagrams in Fig. 1 for $|\mathbf{q}| = \omega = 0$ leads to $\chi^{(2)} = (N_F/3) \ln(2\epsilon_F \tau)$. The well-known logarithmic Cooper channel (BCS) singularities are cut-off by the disorder, reflecting the suppression of exotic superconductivity by non-magnetic scatterers in analogy to the suppression of $s$-wave superconductivity by magnetic impurities.24,25 [We note that, in contrast, $s$-wave superconductivity is not influenced by weak non-magnetic scatterers, as is signified by Anderson’s theorem.26] However, a closer investigation of diagram 1b) for finite $|\mathbf{q}|$ reveals that a non-analyticity of the form $|\mathbf{q}|^2 \ln(1/|\mathbf{q}|)$ survives. Thus, the $p$-wave symmetry has demoted the BCS singularity to quadratic order in $|\mathbf{q}|$ because each of the renormalized external vertices picks up an extra power of $|\mathbf{q}|$.27

In addition to the BCS logarithms $\chi^{(2)}$ contains non-analyticities similar to that in the itinerant ferromagnet. They are caused by the leading corrections to scaling at the dirty Fermi liquid fixed point$^{28}$ and can be viewed as particle-particle analogs of the well known Altshuler-Aronov corrections to density of states and conductivity.$^{12}$ For $s$-wave order parameters these singularities (which only arise for interacting electrons) are of the form $|\mathbf{q}|^{d-2}$.28 For $p$-wave order parameters, an inspection of the corresponding contributions (details see Appendix C) reveals that they are suppressed by a factor $|\mathbf{q}|^2$ by the same mechanism as the BCS logarithms. [Note that an analogous suppression occurs in the particle-hole channel, as can be seen from a power counting analysis of the Altshuler-Aronov correction to the conductivity: $\delta \sigma = \delta \langle jj \rangle / \omega \sim \omega^{(d-2)/2} \sim |\mathbf{q}|^{d-2}$. Thus, the correction to current-current correlation function $\langle jj \rangle$, which is proportional to the $p$-wave density, behaves as $\delta \langle jj \rangle \sim |\mathbf{q}|^d$.}
FIG. 2: Leading singular contributions to $\chi^{(4)}_{\text{diag}}$. After expansion in small $q$, the leading order terms of (a) and (b) cancel. (see Appendix D for details)

This means it has picked up an additional factor $|q|^2$ compared to the zero angular momentum channel.]

As a result of these considerations we find that the leading singularities in $\chi^{(2)}$ are the Cooper channel logarithms. For $(|q|, \omega) \to 0$, the leading behavior of $\chi^{(2)}$ is given by:

$$
\chi^{(2)}_{ij}(q, \omega) = \frac{N_F}{3} \left[ \ln(2\epsilon F \tau) - |\omega| \tau - \frac{\ell^2 |q|^2}{10} \right] \delta_{ij} + 
$$

$$
+ \frac{N_F}{3} q_i q_j \ell^2 \left[ -\frac{1}{5} + \frac{1}{3} \ln \left( \frac{\ell^2 |q|^2}{3} \right) \right].
$$

(10)

where $i, j$ are the order parameter component indices. The anisotropic $q$-dependence in the last term reflects the spatial anisotropy of the $p$-wave order parameter.

We now turn our attention to the 4-point correlation function, $\chi^{(4)}$ which can be split into a replica-diagonal part and a replica-off-diagonal part, $\chi^{(4)}_{\alpha\beta} = \delta_{\alpha\beta} \chi^{(4)}_{\text{diag}} + \chi^{(4)}_{\text{off}}$. A detailed discussion of our calculation is given in the Appendix D. We find that the leading contributions to $\chi^{(4)}_{\text{diag}}$ in the long-wavelength, low-frequency limit are coming from the diagrams shown in Fig. 2. While each of the two diagrams individually diverges for $(q, \omega) \to 0$, their leading singularities cancel, and the remaining contribution is finite and proportional to $N_F \tau^2$. The leading contribution to the replica-off-diagonal part of $\chi^{(4)}$ is produced by the diagram shown on the Fig. 3. Note that also in this case there are several diagrams which individually diverge for $(q, \omega) \to 0$. 
FIG. 3: The leading contribution to the $\chi_{off}^{(4)}$. (see Appendix D for details)

However, these divergences cancel each other. Thus, we finally obtain:

$$\chi_{diag}^{(4)} = A_d \, N_F^2 \frac{\tau^2}{F_d} F_d(q_i, \omega_i) ,$$  \hspace{1cm} (11)  

$$\chi_{off}^{(4)} = A_o \, (N_F^2/k_F^3) \, F_o(q_i, \omega_i) ,$$  \hspace{1cm} (12)

where $F_d$ and $F_o$ are dimensionless functions with values between 0 and 1 and $A_d$ and $A_o$ are dimensionless prefactors of order one.

The results (11) and (12) have been obtained from low order perturbation theory. Within perturbation theory, it is non-trivial to prove the leading non-analyticity to all orders. Therefore we follow the guidance of the corresponding results for the $s$-wave case which have been rigorously established using $Q$-field-theory and renormalization group arguments.\textsuperscript{28} (Corresponding rigorous results for finite angular momentum modes do not yet exist.) Indeed, simply correcting the $s$-wave results from Ref. 16 for the $q$-dependence of the renormalized vertex (see appendix A) leads to $\chi^{2n} \sim |q|^{4-2n}$ in agreement with (11) and (12). Note that the singularity becomes stronger in the higher order anomalous density correlation functions, in agreement with general mode-coupling arguments.\textsuperscript{17,29}

Inserting eqs. (10)-(12) into Eq. (7) we obtain the LGW functional up to quartic
order in $\Delta$.

\[
\Phi = \sum_{q,\alpha} \Delta^{*\alpha}(q)(t + |\omega| + c_2|\mathbf{q}|^2)\Delta^{\alpha}(q)
\]

\[
+ \sum_{q,\alpha} \Delta^{*\alpha}(q)c_l q_i q_j \left[ -\frac{1}{5} + \frac{1}{3} \ln\left(\frac{1}{\ell^2|\mathbf{q}|^2}\right)\right] \Delta^{\alpha}(q)
\]

\[
+ U \sum_{\alpha} \int d\mathbf{r} d\tau \ |\Delta^{\alpha}(\mathbf{r}, \tau)|^4
\]

\[
- V \sum_{\alpha\beta} \int d\mathbf{r} d\tau d\tau' \ |\Delta^{\alpha}(\mathbf{r}, \tau)|^2 |\Delta^{\beta}(\mathbf{r}, \tau')|^2.
\]

Here we have scaled the order parameter with $(\Gamma_t N_F\tau)^{1/2}$ and replaced the quartic coefficients by numbers which is sufficient for power counting purposes. The coefficients are:

\[
t \sim \frac{1}{\tau} \frac{1}{\tilde{\Gamma}} - \ln(2\epsilon_F\tau),
\]

\[
c_2 \sim c_l \sim \frac{\ell^2}{\tau},
\]

\[
U \sim \frac{1}{N_F},
\]

\[
V \sim \frac{1}{k^2_F\tau^2},
\]

with $\tilde{\Gamma} = \Gamma_t N_F$ being a dimensionless measure of the interaction strength. The parameter $t$ represents distance from the quantum critical point. Generically, $U > 0$, which leads to a second order transition.\(^{30}\) This completes the derivation of the LGW theory.

C. Higher angular momentum channels

In this subsection we generalize the findings from the preceding subsections to pairings in higher angular momentum ($L$) channels. For angular momentum $L > 0$, the renormalized anomalous density vertex is proportional to $|\mathbf{q}|^L$ (see appendix A). The leading non-analyticity in the static anomalous density susceptibility $\chi^{(2)}_L(\mathbf{q})$ is given by the BCS logarithms in diagram 1b. They take the form

\[
\delta \chi^{(2)}_L(\mathbf{q}) = \delta \langle \tilde{n}_L^M(q) \tilde{n}_L^M(q) \rangle \sim |\mathbf{q}|^{2L} \log(1/|\mathbf{q}|),
\]

(15)
i.e., they are suppressed by a factor $|q|^{2L}$ compared to the $s$-wave case. Here $n_L^M(q) = \sum_k Y_L^M(\hat{e}_k)\psi_\sigma(k + q/2)\psi_\sigma'(k - q/2)$ is a component of the anomalous density for angular momentum $L$. Note that for $L > 1$ the BCS logarithm is subleading compared to the regular $|q|^2$ term coming from diagram 1a) while in the $p$-wave case the BCS logarithm provides the leading wave-number dependence in the LGW functional. The same mechanism also suppresses the interaction induced mode-coupling singularities related to corrections to scaling at the dirty Fermi liquid fixed point. An explicit calculation outlined in Appendix C shows that these mode-coupling singularities behave at most like $|q|^{2L}|q|^{d-2}$ ($d$ is the spatial dimensionality). Therefore they are sub-leading compared to the BCS logarithms for all $d > 2$. We now turn to the 4-point anomalous density correlation function $\chi_L^{(4)}$. Because of the momentum dependence of the renormalized anomalous density vertex, $\chi_L^{(4)}$ picks up an extra power of $|q|^{4L}$ compared to the $s$-wave case. More generally, any $2n$-point anomalous density correlation function $\chi_L^{(2n)}$ picks up an extra power of $|q|^{2nL}$ compared to the $s$-wave case, i.e. $\chi_L^{(2n)} \sim |q|^{4+(2L-4)n}$. Therefore their singular contributions are demoted to sub-leading order and do not play a role for the critical behavior.

As a result, the leading terms in the LGW functional for $d$-wave and higher order parameter angular momentum take the same form (13) as in the $p$-wave case except for the missing logarithmic wavenumber dependence in the Gaussian part. In summary, the analysis shows that mode-coupling singularities in principle arise for all order parameter angular momenta, but they are increasingly suppressed in higher angular momentum channels. For $L \geq 2$ they cease to influence the leading behavior for small $q$ and $\omega$.

III. RENORMALIZATION GROUP ANALYSIS

In this section we analyze the LGW theory, eqs. (13) and (14), by means of the renormalization group. There is a Gaussian fixed point with mean-field static exponents $\nu = 1/2$, $\gamma = 1$, $\eta = 0$, and a dynamical exponent of $z = 2$. In the $p$-wave case there are logarithmic corrections to the mean-field behavior in all dimensions. In order to check the stability of the Gaussian fixed point we investigate the impor-
tance of quantum and disorder fluctuations. The scale dimensions of $U$ and $V$ at the Gaussian fixed point can be calculated by power counting. We obtain $[U] = 2 - d$ and $[V] = 4 - d$. Thus, the conventional fluctuation term (the $U$ term) is renormalization group irrelevant for $d > 2$, but the disorder term (the replica-off-diagonal quartic $V$ term) is relevant for $d < 4$. In three dimensions the Gaussian fixed point is unstable with respect to the disorder term, and thus the calculation of loops is necessary to determine the asymptotic critical behavior. This includes the possibility of replica-symmetry breaking in the replica-off-diagonal quartic term.

Rather than carrying out this program explicitly, we use the analogy between our transition and the disordered itinerant antiferromagnetic quantum phase transition to discuss the asymptotic critical behavior: Except for the logarithmic corrections, the LGW theory, eq. (13) is identical to that of a disordered itinerant antiferromagnet. This transition has been investigated in great detail in recent years. By taking into account rare disorder fluctuations it was found that there is no critical fixed point in the perturbative region of parameter space, and the asymptotic critical behavior is characterized by run-away flow toward large disorder (Fig. 4) rendering the perturbation expansion unjustified. The physical implications of this runaway flow are not fully understood so far. Possible scenarios include a non-perturbative fixed point with conventional (power-law) scaling, an infinite randomness fixed point (relative magnitude of inhomogeneities increases without limit under coarse graining), resulting in activated scaling, or a complete destruction of a sharp phase transition. Thus, from the analogy with the quantum phase transition in itinerant antiferromagnets we conclude that the asymptotic critical behavior of our theory is unconventional, and, at present, unknown.

However, in many relevant experimental systems the bare disorder is actually very small. Thus, one may ask at what length scale disorder effects start to play a role. The crossover scale between the Gaussian and the asymptotic critical behavior can be determined from the condition that the renormalized dimensionless disorder coupling constant

$$V_R = \frac{V}{\sqrt{tc^2_2}} \approx 1.$$ (16)
FIG. 4: Schematic flow diagram on the critical surface. The Gaussian fixed point (G) is unstable; the renormalization flow goes toward large values of the disorder $V$. For weak bare disorder, the flow stays close to the $U$–axis until it almost reaches the Gaussian fixed point before crossing over (black dots) to the asymptotic destination. The dashed line separates the region described by the Gaussian fixed point physics from the strong disorder region.

Now, the quantum phase transition occurs at $t = 0$ in eq. (14a) which leads to

$$\frac{1}{\tilde{\Gamma}_c} = \ln(2\epsilon_F \tau),$$

with $\tilde{\Gamma}_c$ being the dimensionless critical coupling. Thus, the quantum phase transition occurs at an exponentially small bare disorder strength which implies that $V_R \sim 1$ requires an exponentially large length scale. By expressing eqs. (14a), (14b) and (14d) in terms of $\tilde{\Gamma}$ and $\tilde{\Gamma}_c$ and inserting the obtained expressions into eq. (16) we find a Ginzburg type criterion:

$$\frac{|\tilde{\Gamma} - \tilde{\Gamma}_c|}{\tilde{\Gamma}_c} < \tilde{\Gamma}_c^3 \exp \left[ -\frac{1}{\tilde{\Gamma}_c} \right].$$

Therefore, disorder effects become important only inside an exponentially narrow region surrounding $\tilde{\Gamma}_c$. This asymptotic critical region is preempted by a wide Gaussian
crossover region (region below dashed dashed line on Fig. 4) with mean-field critical behavior. For $p$-wave symmetry there are logarithmic correction to the power-law scaling whose the $|q|$ dependence reflects the underlying $p$-wave symmetry of the order parameter.

IV. CONCLUSIONS

In this paper we have studied the quantum phase transition from a dirty metal to an exotic superconductor. We have started from a microscopic action of disordered interacting electrons. We have derived the Landau-Ginzburg-Wilson theory for this quantum phase transition which proved to be equivalent (up to logarithmic corrections in the Gaussian part in the case of $p$-wave pairing) to the extensively studied LGW theory of the dirty itinerant quantum antiferromagnetic phase transition. A renormalization group analysis of the LGW theory yielded runaway flow toward large disorder. As a result, the asymptotic fate of the quantum phase transition is unknown. However, we could derive a Ginzburg-type criterion for the importance of the disorder fluctuations. For weak bare disorder, as is realized in many experimental systems, the true asymptotic behavior is observed only exponentially close to the quantum critical point. It is preempted by a wide region with mean-field behavior (and logarithmic corrections for $p$-wave pairing). In this last section we want to analyze our results from a general mode-coupling point of view and also discuss experiments.

In deriving the LGW functional we have paid particular attention to the coupling between the order parameter and additional soft modes. We have shown that mode coupling effects are indeed present in all angular momentum channels, but they are increasingly suppressed in higher angular momentum channels: In the static order parameter susceptibility the singular terms pick up an extra power of $|q|^{2L}$. This suppression can be understood as follows: In the presence of non-magnetic quenched disorder, the dominant electronic soft modes are those that involve fluctuations of the number density, spin density, or anomalous density in the zero angular momentum channel while the corresponding densities in higher angular momentum channels are not soft. Since the different angular momentum modes are orthogonal at zero
wavenumber, the coupling between a finite angular momentum order parameter and the zero angular momentum soft modes must involve powers of the wave number $|\mathbf{q}|$.

These arguments suggest a very general difference between the mode-coupling effects in clean and in dirty electronic systems. While the only soft modes in the dirty case are in the zero angular momentum channel, in a clean system the charge, spin, and anomalous density fluctuations in all angular momentum channels are soft (corresponding to an infinite number of Fermi liquid parameters). Therefore, one expects the mode coupling singularities in a clean system not to be suppressed by a higher order parameter angular momentum. This is known to be true for the Cooper channel logarithmic singularities which do not pick up an extra $|\mathbf{q}|^{2L}$ in clean electronic systems. A systematic investigation of this question will be published elsewhere.\textsuperscript{34}

The explicit calculations in this paper were for a superconducting quantum phase transition in a paramagnetic system. We now discuss to what extend the results change if the transition happens in a ferromagnetic system. Let us assume the magnetization being in $z$ direction. Obviously, not all possible order parameter components are equivalent. Specifically, the symmetric triplet $1/\sqrt{2}(\uparrow \downarrow + \downarrow \uparrow)$ (for $p$ or $f$-wave pairing) as well as the singlet $1/\sqrt{2}(\uparrow \downarrow - \downarrow \uparrow)$ (for $s$ and $d$-wave pairing) are suppressed because the exchange gap cuts off the Cooper-channel singularities. In contrast, for equal spin pairing ($\uparrow \uparrow$ and $\downarrow \downarrow$), the leading behavior is the same as discussed in Sections II and III of this paper.

Now we turn our attention to the possible experimental verification of our theory. A possible candidate for a study of the $p$-wave superconducting quantum phase transition are the recently discovered ferromagnetic superconductors UGe$_2$\textsuperscript{5} or ZrZn$_2$.\textsuperscript{6} For these systems, a likely mechanism for superconductivity is $p$-wave triplet pairing mediated by magnetic fluctuations due to the vicinity to a magnetic quantum critical point,\textsuperscript{20} although this has not yet been established beyond doubt. In ZrZn$_2$ the vanishing of superconductivity as a function of disorder has actually already been observed.\textsuperscript{6} A systematic study of this transition would therefore be very interesting.\textsuperscript{35}
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APPENDIX A: RENORMALIZED VERTEX

In this Appendix we derive the expression for the particle-particle ladder $W_R(q, \Omega, \omega)$ in 3$d$ in the small $q, \omega$ limit. We then use this result to calculate the renormalized anomalous density vertex. The particle-particle ladder is defined by the diagrammatic equation shown on Fig. 5. Each Green’s function pair and the corresponding impurity line contribute

$$L(q, \Omega, \omega) = W \sum_k G(k + q, \Omega + \omega) G(-k, -\Omega),$$

where Green’s function $G$ is given by eq. (8) (spin indices are suppressed). After a straightforward calculation we get:

$$L(q, \Omega, \omega) = \frac{W m^2}{\pi |q|} \Theta(\Omega(\Omega + \omega)) \arctan \frac{\ell|q|}{|2\Omega + \omega|\tau + 1},$$

with $\Theta(x)$ being Heavyside step function. Inserting this into the equation for the ladder in Fig. 5 leads to:

$$W_R(q, \Omega, \omega) = \frac{W}{1 - \frac{W m^2}{\pi |q|} \Theta(\Omega(\Omega + \omega)) \arctan \frac{\ell|q|}{|2\Omega + \omega|\tau + 1}}.$$

Expanding eq. (A3) in small $q$ and $\omega$ completes the derivation of eq. (9).

Now we turn our attention to the calculation of the renormalized anomalous density vertex for arbitrary angular momentum $L$ (Fig. 6). In the parametrization shown in the figure, the vertex becomes:

$$\Gamma^L_M(q, \Omega, \omega) = \sum_k Y^M_L(\hat{e}_k) W_R G(k + q, \Omega + \omega) G(-k, -\Omega).$$

We have chosen a coordinate system in which the quantization axis of the orbital part of the order parameter is $\hat{e}_\Delta = \hat{e}_z$. In this coordinate system, the directions
of the unit vectors $\hat{e}_k$ and $\hat{e}_q$ are given by the angles $\theta, \phi$ and $\alpha, \beta$, respectively. $Y^M_L(\hat{e}_k) = Y^M_L(\theta, \phi)$ is a spherical harmonic. In the subsequent calculation we assume $q$ and $\omega$ are small and use eq. (9) for the ladder $W_R$. An expansion of $G(k + q, \Omega + \omega)$ in powers of $q$ gives:

$$G(k + q, \Omega + \omega) = \sum_{L=0}^{\infty} (-1)^L (k_F|q|)^L \cos^L(\chi) G^{L+1}(k, \Omega), \quad (A5)$$

with $\chi$ being angle between $k$ and $q$. Further we can write

$$\cos^L(\chi) = \frac{2^L(L!)^2}{(2L)!} P_L(\cos(\chi)) + \sum_{N=0}^{L-1} A_N P_N(\cos(\chi)), \quad (A6)$$

where $P_L$ and $P_N$ are Legendre polynomials and $A_N$ are, for current analysis, unimportant constants. We now use

$$P_L(\cos(\chi)) = \frac{4\pi}{2L + 1} \sum_{M'=-L}^{L} Y^{M'}_L(\theta, \phi) \bar{Y}^{M'}_L(\alpha, \beta) \quad (A7)$$

and insert the expansion (A5) it into eq. (A4). Due to the orthogonality of the spherical harmonics with different $L$, only the first term in (A6) contributes:

$$\Gamma^M_L(q, \Omega, \omega) = \frac{2^L(L!)^2}{(2L)!} \sum_{L'=0}^{\infty} (-1)^{L'} \frac{4\pi}{2L' + 1} (k_F|q|)^{L'} \times$$

$$\sum_{M'} \int \int d\phi d\theta \bar{Y}^M_L(\theta, \phi) \bar{Y}^{M'}_L(\theta, \phi) Y^{M'}_{L'}(\alpha, \beta) \times$$

$$\int_0^{\infty} k^2 dk G^{L'+1}(|k|, \Omega + \omega) G(-|k|, -\Omega). \quad (A8)$$
\[ \Gamma^M_L(q, \Omega + \omega) = \begin{array}{c}
\begin{array}{c}
q \omega \\
\Omega^2 \omega
\end{array}
\end{array} \]

**FIG. 6:** Renormalized vertex.

After using the orthogonality relation of the spherical harmonics and calculating the remaining \(k\) integral we get final expression for the renormalized vertex:

\[
\Gamma^M_L(q, \Omega, \omega) = \frac{2^L(L!)^2 (-i|q|\ell)^L}{(2L)!} \frac{2L + 1}{N_F} Y^M_L(\hat{e}_q)W_R(q, \Omega, \omega). \tag{A9}
\]

### APPENDIX B: TWO-POINT LGW VERTEX

In this Appendix we sketch the derivation of the expression (10) for anomalous density susceptibility \(\chi^{(2)}\) in 3d. In a suitable parametrization and for \(p\)-wave pairing, diagram Fig. 1a can be written as

\[
D^a_{ij}(q, \omega) = T \sum_{k, \Omega} Y_i^j(\hat{e}_k) Y_j^i(\hat{e}_k)G(k + q, \Omega + \omega)G(-k, -\Omega), \tag{B1}
\]

with \(i, j\) being the order parameter component indices and \(q, \omega\) the external momentum and frequency. A straightforward calculation leads to:

\[
D^a_{ij} = \frac{N_F}{3} \left[ \log(2\epsilon_F \tau) - |\omega|\tau - \frac{1}{10} \ell^2 |q|^2 \right] \delta_{ij} - \frac{N_F}{15} \ell^2 q_i q_j. \tag{B2}
\]

\(\ell = k_F \tau / m\) is elastic mean free path and \(N_F\) the density of states at the Fermi level.

The diagram in Fig. 1b in the parametrization shown, reads:

\[
D^b_{ij} = \sum_{k, p, \Omega} Y_i^j(\hat{e}_k) G(k + q, \Omega + \omega)G(-k, -\Omega) \times W_R(q, \Omega, \omega) Y_j^i(\hat{e}_p) G(p + q, \Omega + \omega)G(-p, -\Omega), \tag{B3}
\]

with \(W_R\) the particle-particle ladder, eq. (9). It is immediately clear that the sums over \(k\) and \(p\) are independent. After carrying out the momentum and frequency sums,
and expanding the final results in small $q, \omega$ one gets:

$$D_{ij}^b = \frac{N_F}{9} \ell^2 q_i q_j \log(\omega \tau + \ell^2 |q|^2).$$

Adding eqs. (B2) and (B4) completes derivation of eq. (10). For general angular momentum $L$, a straightforward generalization of this calculation using the renormalized anomalous density vertex (A9) shows that the BCS logarithm in $D^b$ picks up an extra factor $|q|^{2L}$ compared to the $s$-wave case.

**APPENDIX C: INTERACTION EFFECTS**

In this Appendix we analyze the leading corrections to $\chi^{(2)}$ due to the interactions $S_{int}$ in the reference ensemble $S_0$. They can be understood as corrections to scaling at the dirty Fermi liquid fixed point and are particle-particle analogs of the well known Altshuler-Aronov corrections to density of states and conductivity. We first consider a paramagnetic reference ensemble, differences for a ferromagnetic reference ensemble will be discussed subsequently.

To first order in the interactions, the relevant diagrams are those in Fig. 7 and their counterparts with bare external vertices. We denote these diagrams by $a^{(r)}\ldots e^{(r)}$ and $a^{(b)}\ldots e^{(b)}$, respectively. The wiggly line represents the interaction which is assumed to be short ranged and can thus be approximated by a number $\Gamma_{\sigma \sigma'}$ (where $\sigma, \sigma'$ denote the spin at the two ends of the interaction line). The renormalized interaction vertex is shown in Fig. 8. Note that the impurity ladder in this figure is a particle-hole ladder given by familiar expression:

$$\tilde{W}_R(Q, \epsilon) = W \begin{cases} 1 & \text{if } \Omega(\Omega + \epsilon) > 0 \\ \frac{1}{|\epsilon + \Omega + \ell^2 |Q|^2/d} & \text{if } \Omega(\Omega + \epsilon) < 0 \end{cases},$$

with $d = 3$ in the case of interest of this discussion. The contributions to $\chi^{(2)}$ of the diagrams $a^{(r)}\ldots e^{(r)}$ and $a^{(b)}\ldots e^{(b)}$ can be further subdivided according to the signs of the external and internal frequencies, using the notation $a^{(b)}_{1+}$ for the contribution to diagram $a^{(b)}$ coming from $\Omega > 0$ and $\Omega + \omega > 0$.

Particular attention has to be paid to the contributions $a^{(b)}, b^{(b)}$ and $c^{(b)}$. In these contributions the spherical harmonics in the two external vertices are not independent.
FIG. 7: Diagrams arising in the first order perturbation theory in interaction of the reference ensemble $S_0$, and produce non-analytic, $|q|^{2L}|q|^{d-2}$, term, which is a consequence of the mode-coupling effects.

![Diagram](attachment:diagram.png)

FIG. 8: Renormalized interaction vertex, the impurity ladder is a particle-hole ladder.

Consequently, the mechanism shown in appendix A by which the angular integrations produce extra factors of $|q|$ is not operative here. Therefore, the contributions $a^{(b)}$, $b^{(b)}$ and $c^{(b)}$ can potentially produce stronger terms than $|q|^{2L}|q|^{d-2}$. However, it turns out that these contributions do not produce any non-analytic terms and only contribute to the regular terms. Here we sketch the corresponding calculation for $a^{(b)}_{++}$. In the shown parametrization we obtain:

$$a^{(b)}_{++} = \sum_{k,\Omega,\omega} \Gamma^{2}_{\sigma\sigma} \tilde{W}_R(Q,\epsilon) G^{2}(k + q, \Omega + \omega) \times G(k + Q + q, \Omega + \omega + \epsilon) G(-k, -\Omega) . \quad (C2)$$

If we now expand $G(k + q, \Omega + \omega)$ and $G(k + Q + q, \Omega + \omega + \epsilon)$ in powers of $|q|$ (see also Eq. (A5)) and calculate remaining integrals we readily see that all coefficients
in such an expansion are finite, and therefore the expansion itself is valid. Thus, the term \( a_{++}^{(b)} \) is analytic.

Let us now look at the remaining contributions. The leading singularities are produced by the contributions with the highest number of active (i.e., retarded-advanced) ladders which is four. These are \( a_{++}^{(r)} \) to \( e_{++}^{(r)} \) and \( a_{--}^{(r)} \) to \( e_{--}^{(r)} \). Using the abbreviation

\[
f_{\sigma\sigma'}(\epsilon) = \Gamma_{\sigma\sigma'} \int \frac{d^3Q}{(2\pi)^3} \tilde{W}_R = \int \frac{d^3Q}{(2\pi)^3} \frac{\Gamma_{\sigma\sigma'}}{|\epsilon| \tau + \ell^2|Q|^2/3^2}, \tag{C3}
\]

for zero external frequency, the term \( a_{++}^{(r)} \) can be written as

\[
a_{++}^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 \sum_k G_+^2 G_-^2, \tag{C4}
\]

Note that to leading order, the \(|q|\) and \(|Q|\) dependencies in the Born approximation Green’s functions can be neglected since \(k\)-integrals over these Green’s functions have finite values proportional to powers of \(\tau\) for \(|Q|, |q| = 0\). Therefore in further we’ll suppress all arguments of the Green’s function and use notation \(G_{+(-)}\) depending on the sign of the frequency.

A direct evaluation of the integrals shows that \( a_{++}^{(r)} \) behaves like \( |q|^{2L} |q|^{d-4} \). Analogously, it can be shown that all of the terms \( a_{++}^{(r)} - e_{--}^{(r)} \) have the same \( q \) dependence. However, their leading singularities identically cancel among each other. The remaining singularity is at most \( |q|^{2L} |q|^{d-2} \). This cancellation remains correct if we permit \( \Gamma_{\uparrow\uparrow} \neq \Gamma_{\downarrow\downarrow} \) since the corresponding contributions cancel separately. To show this cancellation we note that for \( \omega = 0 \) the (++) and (−−) components of each diagram are identical. They can be written as (note the different spin structures):

\[
a^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 P, \tag{C5a}
\]

\[
b^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma'}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 R, \tag{C5b}
\]

\[
c^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 S, \tag{C5c}
\]

\[
d^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 T, \tag{C5d}
\]

\[
e^{(r)} = \int_0^\infty d\Omega \int_{\Omega}^{1/\tau} d\epsilon f_{\sigma\sigma'}(\epsilon) \Gamma_{L}^M(q, \Omega, \omega)^2 U, \tag{C5e}
\]
where:

\[ P = R = \sum_k G_+^2 G_-^2 = \frac{2k_F}{\pi} \tau^3, \quad \text{(C6)} \]
\[ S = W \left( \sum_k G_+^2 G_-^2 \right)^2 = -\frac{k_F}{\pi} \tau^3, \quad \text{(C7)} \]
\[ T = U = W \left( \sum_k G_+ G_-^2 \right)^2 = -\frac{k_F}{\pi} \tau^3. \quad \text{(C8)} \]

It is straightforward to see that contributions for \( \sigma \sigma \) and for \( \sigma \sigma' \) coming from eqs. (C5), multiplied with appropriate combinatorial factors, separately add up to zero.

A similar analysis of the three-ladder terms \( d^{(b)}_{-+} \) and \( e^{(b)}_{-+} \) shows that they produce singularities of at most \(|q|^{2L-2} \). All other terms come with higher powers of \(|q|\) and are therefore subleading. Thus, we have shown that the interaction corrections produce singularities of at most the order \(|q|^{2L-2}\) which means they are suppressed by a factor \(|q|^{2L}\) compared to the zero angular momentum case.\(^{11}\)

The above conclusion is easily generalized to ferromagnetic reference ensembles: If the magnetization is in \( z \)-direction, the \( \uparrow \uparrow \) and \( \downarrow \downarrow \) components of the order parameter have the same type of singularity as discussed above, while the leading singularities in the \( \uparrow \downarrow \) components are cut-off by the exchange gap.

**APPENDIX D: 4-POINT VERTICES**

In this Appendix we present details of calculation of four-point susceptibility \( \chi^{(4)} \) in \( 3d \), eqs. (11) and (12). We start with replica diagonal part, \( \chi^{(4)}_{\text{diag}} \) which is calculated from the diagrams shown on the Fig. 2. The most singular contributions are produced if the frequencies structure permits all four external vertices to be renormalized by an active (retarded-advanced) ladder (4-ladder diagrams). Expressing the first diagram (Fig. 2a) in terms of integrals we get:

\[ D_a = T \sum_{k, \Omega} [\Gamma^0_1(q, \omega; \Omega)]^4 G^2(k + q, \Omega + \omega) G^2(-k, -\Omega). \quad \text{(D1)} \]

Here we restrict ourselves to one particular angular order parameter component corresponding to the spherical harmonics \( Y^0_1 \), and \( \Gamma^0_1 \) is the corresponding renormalized
FIG. 9: Diagrams contributing to the $\chi_{\text{off}}^{(4)}$. All four vertices are renormalized, with two extra active particle-particle ladders connecting two fermionic loops. The zeroth order terms in small $q$ and $\omega$ of these diagrams cancel.

vertex (A9). The $k$-sum can be immediately carried out; after expanding in small wave numbers and frequencies we obtain:

$$D_a = \frac{2\ell^5 \tau^2 |q|^4 \cos^4(\alpha)}{81 \pi} \sum_{\Omega} \frac{\Theta(\Omega(\Omega + \omega))}{(|2\Omega + \omega|\tau + \frac{\ell^2|q|^2}{3})^4} \times (1 - 9|2\Omega + \omega|\tau - \ell^2|q|^2).$$  \hfill (D2)

An analogous calculation for diagram 2b) gives (the frequency constraint requires the extra impurity line to act as a single impurity line rather than an active ladder):

$$D_b = -\frac{\ell^5 \tau^2 |q|^4 \cos^4(\alpha)}{81 \pi} \sum_{\Omega} \frac{\Theta(\Omega(\Omega + \omega))}{(|2\Omega + \omega|\tau + \frac{\ell^2|q|^2}{3})^4} \times (1 - 12|2\Omega + \omega|\tau - 2\ell^2|q|^2).$$  \hfill (D3)

Each of these two diagrams individually has an divergence $\sim 1/|q|^2$. However, because the relative combinational factor of $D_b$ is 2, the divergent contributions cancel, rendering the final value for $\chi_{\text{diag}}^{(4)}$ finite (Eq. (11)).

Similar cancellations among individually diverging diagrams take place in the replica off-diagonal case, with the strongest singularities coming from diagrams with the largest number of active ladders. A set of such diagrams is shown on Fig. 9. Here, at most six ladders can be active, leading to an infrared singularity in each of the diagrams of the form $1/|q|$. Similar calculations to the ones carried out above reveal
that the singular contributions of diagrams (a), (b), and (c) canceled each other. The remaining contribution is finite and can be estimated from the simple diagram Fig. 3.

We emphasize once more that all the results for the singularities in the anomalous density correlation functions in the Appendices A to D have been obtained in low-order perturbation theory. Within perturbation theory one cannot prove that the terms obtained indeed represent the leading singularities to all orders. We are nonetheless confident that we indeed identified the leading terms, because in the s-wave case we reproduce the known rigorous results from $Q$-field theory.$^{16,28}$

10 A. V. Chubukov and D. L. Maslov, cond-mat/0304381.


18 For finite-$q$ order parameters, the coupling to fermionic modes is generically weaker, and Hertz’ scheme works, at least in 3d.\textsuperscript{36}


29 Note that the 6th and higher order terms in the LGW functional are renormalization-group irrelevant even though their coefficients are singular.

30 A. V. Chubukov, A. M. Finkelstein, R. Haslinger and D. K. Morr, Phys. Rev. Lett. **90**, 077002 (2002), have suggested that the thermal triplet superconducting transition near a ferromagnetic quantum critical point is of first order due to the interplay between spin-fluctuations and pairing.


Directly at the magnetic quantum critical point our theory may not be applicable because of strong non-Fermi liquid effects and the interplay between spin-fluctuations and pairing. However, away from the magnetic quantum critical point the low-temperature normal state is a Fermi liquid, and our theory should apply.

A. Abanov and A. V. Chubukov, Phys. Rev. Lett. **84**, 5608 (2000) argued that in 2D, the antiferromagnetic order parameter couples sufficiently strongly to soft modes to influence the critical behavior.
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Abstract

We present results of large-scale Monte Carlo simulations for a three-dimensional Ising model with short range interactions and planar defects, i.e., disorder perfectly correlated in two dimensions. We show that the phase transition in this system is smeared, i.e., there is no single critical temperature, but different parts of the system order at different temperatures. This is caused by effects similar to but stronger than Griffiths phenomena. In an infinite-size sample there is an exponentially small but finite probability to find an arbitrary large region devoid of impurities. Such a rare region can develop true long-range order while the bulk system is still in the disordered phase. We compute the thermodynamic magnetization and its finite-size effects, the local magnetization, and the probability distribution of the ordering temperatures for different samples. Our Monte-Carlo results are in good agreement with a recent theory based on extremal statistics.
I. INTRODUCTION

The influence of disorder on a phase transition is an important and still partially open problem. Historically, the first attempts to address this question resulted in the belief that any kind of disorder would destroy a critical point because the system would divide itself into regions which independently undergo the phase transition at different temperatures. Therefore, there would not be a unique critical temperature for the system, but the phase transition would be smeared over an interval of temperatures. The singularities of thermodynamic quantities, which are the typical sign of a phase transition, would also be smeared (see Ref. 1 and references therein).

However, it soon became clear that this belief was mistaken: in systems with weak short-range correlated disorder the phase transition remains sharp. Harris proposed a simple, heuristic criterion\(^2\) for the influence of disorder on a critical point: if \(\nu \geq 2/d\), where \(\nu\) is the correlation length critical exponent and \(d\) the spatial dimensionality, the disorder does not affect the critical behavior. In this case, the randomness decreases under coarse graining, and the system effectively looks homogeneous on large length scales. The critical behavior is identical to that of the clean system, i.e., the clean renormalization group fixed point is stable against disorder. The relative widths of the probability distributions of the macroscopic observables tend to zero in thermodynamic limit, i.e., they are self-averaging.

Even if the Harris criterion is violated the phase transition will generically remain sharp, but the critical behavior will be different from the clean case. There are two possible scenarios, a finite-randomness critical point or an infinite-randomness critical point. A critical point is of finite-randomness type if, under coarse graining, the system stays disordered on all length scales with the effective strength of the randomness approaching a finite constant. The probability distributions of thermodynamic observables reach a finite width in the thermodynamic limit, i.e., they are not self-averaging.\(^3,4\) From a renormalization group point of view this means there is a critical fixed point with finite disorder strength. At a finite-randomness critical point, the thermodynamic observables obey standard power-law scaling behavior, but with exponents different from the exponents of the corresponding clean system. The
other scenario, an infinite-randomness critical point, occurs if the effective disorder strength in the system grows without limit under coarse graining. The system looks more and more disordered on larger and larger length scales, i.e., it is described by a renormalization group fixed point with infinite disorder. The probability distributions of the thermodynamic observables become very broad (even on the logarithmic scale) and their widths diverge when approaching the critical point. The scaling behavior is of activated rather than of conventional power-law type. A famous example of an infinite-randomness critical point occurs in the McCoy-Wu model,\textsuperscript{5,6} a 2d Ising model with bond disorder perfectly correlated in one dimension and uncorrelated in the other. Recently, infinite-randomness critical points have also been found in several 1d random quantum spin chains and two-dimensional random quantum Ising models.\textsuperscript{7–14}

Disorder does not only influence the physics at the critical point itself, but also produces interesting effects close to it. These effects are known as Griffiths phenomena, a topic that has regained considerable attention in recent years. Griffiths phenomena are non-perturbative effects produced by rare disorder fluctuations close to a phase transition. They can be understood as follows: Generically, the critical temperature $T_c$ of a disordered system is lower than its clean value, $T_c^0$. In the temperature interval $T_c < T < T_c^0$, the bulk system is in the disordered phase. On the other hand, in an infinite size sample, there is an exponentially small, but finite probability for finding an arbitrary large region devoid of impurities. Such a region, a 'Griffiths island', can develop local order while the bulk system is still disordered. Due to its size, such an island will have very slow dynamics because flipping it requires changing of the order parameter over a large volume, which is a slow process. Griffiths\textsuperscript{15} showed that the presence of the locally ordered islands produces an essential singularity\textsuperscript{15,16} in the free energy in the whole region $T_c < T < T_c^0$, which is now known as the Griffiths region or the Griffiths phase.\textsuperscript{17} In generic classical systems the Griffiths singularity is weak, and it does not significantly contribute to the thermodynamic observables. In contrast, the long-time dynamics is dominated by these rare regions. Inside the Griffiths phase the spin autocorrelation function $C(t)$ decays as $\ln C(t) \sim -\ln(t)^{d/(d-1)}$. 
for Ising systems\textsuperscript{17–21} and as $\ln C(t) \sim -t^{1/2}$ for Heisenberg systems.\textsuperscript{20,22} These results were recently confirmed by more rigorous calculation for the equilibrium\textsuperscript{23,24} and dynamic\textsuperscript{25,26} properties of disordered Ising systems.

There are numerous systems where the disorder is not point like, but is realized through, e.g., dislocations or grain boundaries. This extended disorder in a $d$-dimensional system can often be modeled by defects perfectly correlated in $d_C$ dimensions and uncorrelated in the remaining $d_\perp = d - d_C$ dimensions. It is generally agreed that extended disorder will have even stronger effects on a phase transition than point-like impurities. Nevertheless, the fate of the transition in the presence of the extended impurities is not settled. Early renormalization group analysis\textsuperscript{27} based on a single expansion in $\epsilon = 4 - d$ did not produce a critical fixed point, leading to the conclusion that the phase transition is either smeared or of first order.\textsuperscript{28,29} Later work\textsuperscript{30–32} which included an expansion in the number of correlated dimensions $d_C$ lead to a fixed point with conventional power law scaling. Subsequent Monte-Carlo simulations of a $3d$ Ising model with planar defects provided further support for a sharp phase transition scenario.\textsuperscript{33} Notice, however, that the perturbative renormalization group calculations missed all effects coming from the rare regions. These effects were extensively studied for the above-mentioned McCoy-Wu model. While it was believed for a long time that the phase transition in this model is smeared, it was later found to be sharp, but of infinite-randomness type.\textsuperscript{9,11,34} Based on these findings, there was a general belief that a phase transition will remain sharp even in the presence of extended disorder.

Recently, it has been shown that this belief is not true. A theory\textsuperscript{35,36} based on extremal statistics arguments has predicted that impurities correlated in a sufficiently high number of dimensions will generically smear the phase transition. The predictions of this theory were confirmed in simulations of mean-field type models\textsuperscript{35,36} but up to now, a demonstration of the smearing in a more realistic short-range model has been missing.

In this paper, we therefore present results of large-scale Monte-Carlo simulations for a $3d$ Ising model with planar defects and nearest-neighbor interactions in both the correlated and uncorrelated dimensions. These simulations show that the sharp
phase transition is indeed destroyed by the extended disorder. The smearing of the
transition is a consequence of a mechanism similar to but stronger than the Griffiths
phenomena. In an Ising system with planar defects true static long-range order can
develop on rare islands devoid of impurities. As a consequence, the order parameter
becomes spatially very inhomogeneous and its average develops an exponential de-
pendence on temperature. This paper is organized as follows. In section II, the model
is introduced and the mechanism of the smearing is explained. Section III is devoted
to the results of the Monte-Carlo simulations and a comparison with the theoretical
predictions. In Section IV, we present our conclusions and discuss a number of open
questions.

II. THE MODEL

A. 3D Ising model with planar defects

Our starting point is a 3d Ising model with planar defects. Classical Ising spins
\( S_{ijk} = \pm 1 \) reside on a cubic lattice. They interact via nearest-neighbor interactions.
In the clean system all interactions are identical and have the value \( J \). The defects
are modeled via ‘weak’ bonds randomly distributed in one dimension (uncorrelated
direction). The bonds in the remaining two dimensions (correlated directions) remain
equal to \( J \). The system effectively consists of blocks separated by parallel planes of
weak bonds. Thus, \( d_\perp = 1 \) and \( d_C = 2 \). The Hamiltonian of the system is given by:

\[
H = - \sum_{i=1,...,L_\perp} \sum_{j,k=1,...,L_C} J_i S_{i,j,k} S_{i+1,j,k} - \sum_{i=1,...,L_\perp} J (S_{i,j,k} S_{i,j+1,k} + S_{i,j,k} S_{i,j,k+1}),
\]

where \( L_\perp (L_C) \) is the length in the uncorrelated (correlated) direction, \( i, j \) and \( k \)
are integers counting the sites of the cubic lattice, \( J \) is the coupling constant in
the correlated directions and \( J_i \) is the random coupling constant in the uncorrelated
direction. The $J_i$ are drawn from a binary distribution:

$$J_i = \begin{cases} cJ & \text{with probability } p \\ J & \text{with probability } 1 - p \end{cases}$$

characterized by the concentration $p$ and the relative strength $c$ of the weak bonds ($0 < c \leq 1$). The fact that one can independently vary concentration and strength of the defects in an easy way is the main advantage of this binary disorder distribution. However, it also has unwanted consequences, viz. log-periodic oscillations of many observables as functions of the distance from the critical point. These oscillations are special to the binary distribution and unrelated to the smearing considered here; we will not discuss them further. The order parameter of the magnetic phase transition is the total magnetization:

$$m = \frac{1}{V} \sum_{i,j,k} \langle S_{i,j,k} \rangle,$$

where $V = L_\perp L^2_C$ is the volume of the system, and $\langle \cdot \rangle$ is the thermodynamic average.

Now we consider the effects of rare disorder fluctuations in the system. Similarly to the Griffiths phenomena, there is a small but finite probability to find a large spatial region containing only strong bonds in the uncorrelated direction. Such a rare region can locally be in the ordered state while the bulk system is still in the disordered (paramagnetic) phase. The ferromagnetic order on the largest rare regions starts to emerge right below the clean critical temperature $T^0_c$. Since the defects in the system are planar, these rare regions are infinite in the two correlated dimensions but finite in the uncorrelated direction. This makes a crucial difference compared to systems with uncorrelated disorder, where rare regions are of finite extension. In our system, each rare region is equivalent to a two dimensional Ising system that can undergo a real phase transition independently of the rest of the system. Thus, each rare region can independently develop true static order with a non-zero static value of the local magnetization. Once the static order has developed, the magnetizations of different rare regions can be aligned by an infinitesimally small interaction or external field. The resulting phase transition will thus be markedly different from a conventional continuous phase transition.
by a diverging correlation length of the order parameter fluctuations at the critical point. In contrast, in a system with planar defects, different parts of the system (in the uncorrelated direction) will order independently, at different temperatures. Therefore the global order will develop inhomogeneously and the correlation length in the uncorrelated direction will remain finite at all temperatures. This defines a smeared transition. Thus we conclude that planar defects destroy a sharp phase transition and lead to its smearing.

B. Results of extremal statistics theory

In this subsection we briefly summarize the results of the extremal statistics theory\textsuperscript{36} for the behavior in the 'tail' of the smeared transition, i.e., in the parameter region where a few rare regions have developed static order but their density is still sufficiently low so they can be considered as independent. The approach is very similar to that of Lifshitz\textsuperscript{38} and others developed for the description of the tails in the electronic density of states. The extremal statistics theory\textsuperscript{36} correctly describes the leading (exponential) behavior of the magnetization and other observables. A calculation of pre-exponential factors would be much more complicated because one would have to include, among other things, details of the geometry of the rare regions, surface critical behavior\textsuperscript{39,40} at the surfaces of the rare regions, and corrections to finite-size scaling. This is beyond the scope of the present paper.

The probability $w$ to find a large region of linear size $L_\perp$ containing only strong bonds is, up to pre-exponential factors:

$$w \sim (1 - p)^{L_\perp} = e^{\log(1-p)L_\perp}. \quad (4)$$

As discussed in subsection II A, such a rare region develops static long-range (ferromagnetic) order at some reduced temperature $T_c(L_\perp)$ below the clean critical reduced temperature $T_c^0$. The value of $T_c(L_\perp)$ varies with the length of the rare region; the longest islands will develop long-range order closest to the clean critical point. A rare region is equivalent to a slab of the clean system, we can thus use finite size scaling to obtain:

$$T_c^0 - T_c(L) = |t_c(L)| = A L^{-\phi}, \quad (5)$$
where $\phi$ is the finite-size scaling shift exponent of the clean system and $A$ is the amplitude for the crossover from three dimensions to a slab geometry infinite in two (correlated) dimension but with finite length in the third (uncorrelated) direction. The reduced temperature $t = T - T_c^0$ measures the distance from the clean critical point. Since the clean $3d$ Ising model is below its upper critical dimension ($d_c^+ = 4$), hyperscaling is valid and the finite-size shift exponent $\phi = 1/\nu$. Combining (4) and (5) we get the probability for finding an island of length $L_\perp$ which becomes critical at some $t_c$ as:
\[ w(t_c) \sim e^{-B|t_c|^{-\nu}} \quad \text{(for } t_c \to 0-) \tag{6} \]
with the constant $B = -\log(1 - p)A^\nu$. The total (average) magnetization $m$ at some reduced temperature $t$ is obtained by integrating over all rare regions which have $t_c > t$. Since the functional dependence on $t$ of the local magnetization on the island is of power-law type it does not enter the leading exponentials but only pre-exponential factors, so:
\[ m(t) \sim e^{-B|t|^{-\nu}} \quad \text{(for } t \to 0-) \tag{7} \]

Now we turn our attention to the homogeneous magnetic susceptibility. It contains two contributions, one coming from the islands on the verge of ordering and one from the bulk system still deep in the disordered phase. The bulk system provides a finite, non-critical background susceptibility throughout the whole tail region of the smeared transition. In order to estimate the second part of the susceptibility, i.e., the part coming from the islands consider the onset of local magnetization at the clean critical point. Using eq. (6) for the density of islands we can estimate:
\[ \chi \sim \int_0^\Lambda dt t^{-\gamma} e^{-Bt^{-\nu}} \quad \text{(for } t \to 0-) \tag{8} \]
The last integral is finite because the exponentially decreasing island density overcomes the power-law divergence of the susceptibility of an individual island. Here $\gamma$ is the clean susceptibility exponent and $\Lambda$ is related to a lower cutoff for the island size. Once the first island is ordered it produces an effective background magnetic field which cuts off any possible divergence in $\chi$. Therefore, we conclude that the homogeneous magnetic susceptibility does not diverge anywhere in the tail of the
smeared transition. However, there is an essential singularity at the clean critical
temperature produced by the vanishing density of ordered islands. Because if this
singularity one might be tempted to call this temperature the transition temperature
of our system, but this is not appropriate because at this temperature only an in-
finitesimally small part of the system starts to develop a finite magnetization while
most of the system remains solidly in the nonmagnetic phase. We rather view the
clean critical temperature as the onset of the smearing region in our model.\textsuperscript{36}

The spatial distribution of the magnetization in the tail region of the smeared
transition is very inhomogeneous. On the already ordered islands, the local (layer)
magnetization $m_i = (1/L_C^2) \sum_{j,k} \langle S_{i,j,k} \rangle$ is comparable to the magnetization of the
clean system. On the other hand, far away from the ordered islands $m_i$ decays
exponentially with the distance from the closest one. The probability distribution of
the logarithm of the magnetization $P[\log m_i]$ will therefore be very broad, ranging
from $\log m_i = O(1)$ on the largest islands to $\log m_i \rightarrow -\infty$ on sites very far away
from any ordered islands. The typical magnetization $m_{typ}$ can be estimated from the
typical distance of a point from the nearest ordered island. Using eq. (6) we get:

$$x_{typ} \sim e^{B|t|^{-\nu}}.$$  \hspace{1cm} (9)

At the distance $x_{typ}$ from an ordered island, the local magnetization has decayed to

$$m_{typ} \sim e^{-x_{typ}/\xi_0} \sim e^{-Ce^{B|t|^{-\nu}}}$$  \hspace{1cm} (10)

where $\xi_0$ is the bulk correlation length, which is finite and changes slowly through-
out the tail region of the smeared transition, and $C$ is a constant. A comparison
with eq. (7) gives the relation between $m_{typ}$ and the thermodynamic order parameter
(magnetization) $m$ as:

$$|\log m_{typ}| \sim \frac{1}{m}.$$ \hspace{1cm} (11)

Thus, $m_{typ}$ decays exponentially with $m$ indicating an extremely broad order pa-
rameter distribution. In order to determine the functional form of the local order para-
meter distribution, first consider a situation with just a single ordered island
at the origin of the coordinate system. For large distances $x$, the local magneti-
ization falls off exponentially as $m(x) = m_0 \ e^{-x/\xi_0}$. The probability distribution of
\[
y = \log[m(x)] = \log m_0 - x/\xi_0 \text{ can be calculated from}
\]
\[
P(|y|) = \left| \frac{dN}{dy} \right| = \frac{dN}{dx} \left| \frac{dx}{dy} \right| = \xi_0 \frac{dN}{dx} \sim \xi_0
\]
(12)

where \(dN\) is the number of sites at a distance from the origin between \(x\) and \(x + dx\) or, equivalently, having a logarithm of the local magnetization between \(y\) and \(y + dy\). Therefore, for large distances, the probability distribution of \(\log m(x)\) generated by a single ordered island takes the form

\[
P[\log(m)] = \text{const. (for } m(x) \ll 1) .
\]
(13)

In the tail region of the smeared transition our system consists of a few ordered islands whose distance is large compared to \(\xi_0\). The probability distribution of the local magnetization, \(\log(m_i)\), thus takes the form (13) with a lower cutoff corresponding to the typical island-island distance and an upper cutoff corresponding to a distance \(\xi_0\) from an ordered island.

C. Finite-size effects

It is important to distinguish effects of a finite size \(L_C\) in the correlated directions and a finite size \(L_\perp\) in the uncorrelated directions. If \(L_\perp\) is finite but \(L_C\) is infinite static order on the rare regions can still develop. In this case, the sample contains only a finite number of islands of a certain size. As long as the number of relevant islands is large, finite size-effects are small and governed by the central limit theorem. However, for \(t \to 0^-\) very large and rare islands are responsible for the order parameter. The number \(N\) of islands which order at \(t\) behaves like \(N \sim L_\perp w(t)\). When \(N\) becomes of order one, strong sample-to-sample fluctuations arise. Using (6) for \(w(t)\) we find that strong sample to sample fluctuations start at

\[
|t_L| \sim \left( \frac{1}{B} \log(L_\perp) \right)^{-1/\nu}.
\]
(14)

Thus, finite size effects are suppressed only logarithmically.

Analogously, one can study the onset of static order in a sample of finite size \(L_\perp\) (i.e., the ordering temperature of the largest rare region in this sample). For small
sample size $L_\perp$, the probability distribution $P(T_s)$ of the sample ordering temperatures $T_s$ will be broad because some samples do not contain any large islands. With increasing sample size the distribution becomes narrower and moves toward the clean $T_c^0$ because more samples contain large islands. The maximum $T_s$ coincides with $T_c^0$ corresponding to a sample without impurities. The lower cutoff corresponds to an island size so small that essentially every sample contains at least one of them. Consequently, the width of the distribution of critical temperatures in finite-size samples is governed by the same relation as the onset of the fluctuations,

$$\Delta T_s \sim \left( \frac{1}{B \log(L_\perp)} \right)^{-1/\nu}. \quad (15)$$

For the system under study in this paper, a finite size in the correlated direction has far less interesting consequences. In this case the rare regions are finite in all directions and cannot develop true static order. Therefore, the phase transition is rounded by conventional finite-size effects in addition to the disorder induced smearing discussed in this paper.

### III. NUMERICAL RESULTS

#### A. The method

We now turn to the main part of the paper, Monte-Carlo simulations of a 3d Ising model with planar bond defects and short range interactions, as given in eq. (1). The simulations are performed using the Wolff cluster algorithm.\textsuperscript{41}

As discussed above, the smearing of the transition is a result of exponentially rare events. Therefore sufficiently large system sizes are required in order to observe it. We have simulated system sizes ranging from $L_\perp = 50$ to $L_\perp = 200$ in the uncorrelated direction and from $L_C = 50$ to $L_C = 400$ in the remaining two correlated directions, with the largest system simulated having a total of 32 million spins. We have chosen $J = 1$ and $c = 0.1$ in the eq. (2), i.e., the strength of a 'weak' bond is 10% of the strength of a strong bond. The simulations have been performed for various disorder concentrations $p = \{0.2, 0.25, 0.3\}$. The values for concentration $p$ and strength $c$ of the weak bonds have been chosen in order to observe the desired behavior over a
sufficiently broad interval of temperatures. This issue will be discussed in more detail in Section IV. The temperature range has been $T = 4.325$ to $T = 4.525$, close to the critical temperature of the clean 3d Ising model $T_c^0 = 4.511$.

Monte-Carlo simulations of disordered systems require a huge computational effort. For optimal performance one must thus carefully choose the number $N_S$ of disorder realizations (i.e., samples) and the number $N_I$ of measurements during the simulation of each sample. Assuming full statistical independence between different measurements (quite possible with a cluster update), the variance $\sigma_T^2$ of the final result (thermodynamically and disorder averaged) for a particular observable is given by

$$\sigma_T^2 = (\sigma_S^2 + \sigma_I^2/N_I)/N_S$$

(16)

where $\sigma_S$ is the disorder-induced variance between samples and $\sigma_I$ is the variance of measurements within each sample. Since the computational effort is roughly proportional to $N_I N_S$ (neglecting equilibration for the moment), it is then clear that the optimum value of $N_I$ is very small. One might even be tempted to measure only once per sample. On the other hand, with too short measurement runs most computer time would be spent on equilibration.

In order to balance these requirements we have used a large number $N_S$ of disorder realizations, ranging from 30 to 780, depending on the system size and rather short runs of 100 Monte-Carlo sweeps, with measurements taken after every sweep. (A sweep is defined by a number of cluster flips so that the total number of flipped spins is equal to the number of sites, i.e., on the average each spin is flipped once per sweep.) The length of the equilibration period for each sample is also 100 Monte-Carlo sweeps. The actual equilibration times have typically been of the order of 10-20 sweeps at maximum. Thus, an equilibration period of 100 sweeps is more than sufficient.

B. Total magnetization and susceptibility

In this subsection we present numerical results for the total magnetization $m$ (as usual, our Monte-Carlo estimator of $m$ is the average of the absolute value of the
FIG. 1: Average magnetization $m$ and susceptibility $\chi$ (spline fit) as functions of $T$ for $L_\perp = 100$, $L_C = 200$ and $p = 0.2$ averaged over 200 disorder realizations.

magnetization in each measurement) and the homogeneous susceptibility $\chi = \partial m / \partial h$. Fig. 1 gives an overview of total magnetization and susceptibility as functions of temperature averaged over 200 samples of size $L_\perp = 100$ and $L_C = 200$ with an impurity concentration $p = 0.2$. We note that at the first glance the transition looks like a sharp phase transition with a critical temperature between $T = 4.3$ and $T = 4.4$, rounded by conventional finite size effects. In order to distinguish this conventional scenario from the disorder induced smearing of section II, we have performed a detailed analysis of the system in a temperature range in the immediate vicinity of the clean critical temperature $T^0_c = 4.511$.

In Fig. 2, we plot the logarithm of the total magnetization vs. $|T^0_c - T|^{-\nu}$ averaged over 240 samples for system size $L = 200$, $L_C = 280$ and three disorder concentrations $p = \{0.2, 0.25, 0.3\}$. The standard deviation of the total magnetization is below $10^{-3}$. For all three concentrations the data follow the analytical prediction, eq. (7), over more than an order of magnitude in $m$ with the exponent for the clean Ising model $\nu = 0.627$. The deviation from the straight line for small $m$ is due to the conventional
FIG. 2: Logarithm of the total magnetization $m$ as a function of $|T^0 - T|^{-\nu}$ ($\nu = 0.627$) for several impurity concentrations $p = 0.2, 0.25, 0.3$, averaged over 240 disorder realizations. System size $L_{\perp} = 200$, $L_C = 280$. The statistical errors are smaller than a symbol size for all $\log_{10}(m) > -2.5$. Inset: Decay slope $B$ as a function of $-\log(1-p)$.

finite size effects (see discussion in subsection III C). In the inset we show that the decay constant $B$ depends linearly on $-\log(1-p)$. This is the behavior expected from eq. (4).

C. Finite size effects and sample-to-sample fluctuations

As discussed in subsection II C one should distinguish between two different finite size effects, i.e., effects coming from the finite size $L_C$ in correlated direction and effects produced by the finite size $L_{\perp}$ in uncorrelated direction.

We start with analysis of the finite size effects in correlated directions, i.e. $L_C$ finite and $L_{\perp} \to \infty$. The true static order on the rare regions is destroyed by the finite length of the island in the correlated direction. For our model $d_{\perp} = 1$ so no true static long range order can develop. The value of $m$ measured in the simulations is thus due to fluctuations which are governed by the central limit theorem, i.e., $m \sim V^{-1/2}$,
FIG. 3: Logarithm of the total magnetization $m$ as a function of $|T_c^0 - T|^{-\nu}$ ($\nu = 0.627$) for disorder concentration $p = 0.2$ and system sizes $L_\perp = 200$, $L_C = 50...400$. The statistical errors are smaller than about a symbol size. The solid line shows the analytic prediction, eq. (7). Inset: Total magnetization $m$ as a function of inverse length in the correlated direction $L_C$ for $T = 4.5$ ($|T - T_c^0|^{-\nu} = 16.91$).

where $V = L_\perp L_C^2$ is the volume of the system. This produces a conventional finite-size rounding responsible for the deviations of $m$ from the exponential law in Fig. 2. In Fig. 3, we investigate this finite-size effect in more detail. This figure shows the total magnetization $m$ as a function of $|T_c^0 - T|^{-\nu}$ for systems with fixed size in the uncorrelated direction $L_\perp = 200$ and various lengths in the uncorrelated direction, $L_C = 50, 70, 100, 140, 200, 280, 400$. The magnetization is averaged over 30 to 240 disorder realizations. As expected, for high temperatures, the total magnetization shows a strong dependence on $L_C$. The smallest systems follow the exponential behavior (7) only over a narrow range of temperatures and then cross over to the fluctuation determined value. If $L_C$ is increased the crossover between the exponential behavior (7) and the fluctuation background shifts to higher temperatures. In order to show that the fluctuation-determined value of the total magnetization $m$ at high
temperatures indeed follows the predictions of the central limit theorem, i.e. $m \sim V^{-1/2} = (L_\perp L_C^2)^{-1/2} \sim 1/L_C$ ($L_\perp$ is constant) we plot $m$ as a function of $1/L_C$ ($T = 4.5, |T - T_c^0|^{-\nu} = 16.91$). The numerical data shown in the inset of Fig. 3 can indeed be well fitted with a straight line. These results show that the small $m$ deviations from the predicted behavior (7) are indeed the result of conventional finite-size rounding.

We now turn our attention to the more interesting finite size effects produced by the finite sample length $L_\perp$ in the uncorrelated direction. For sufficiently small $L_\perp$ one expects strong sample to sample fluctuations, as discussed in subsection II C. In Fig. 4 we show the logarithm of the total magnetization $m$ as a function of $|T_0 - T|^{-\nu}$ for three typical disorder realizations. For comparison, the upper panel of the Fig. 4 shows the coupling constant $J_i$ as a function of the position $i$ for the three samples. The numbers in the graph indicate the lengths of the longest islands $L_i$. The system size is $L_\perp = 200, L_C = 280$ with disorder concentration $p = 0.2$. The system size is $L_\perp = 200, L_C = 280$ with disorder concentration $p = 0.2$. The system size is $L_\perp = 200, L_C = 280$ with disorder concentration $p = 0.2$. The system size is $L_\perp = 200, L_C = 280$ with disorder concentration $p = 0.2$. The solid line is the average magnetization over 240 disorder realizations. We see that all three curves qualitatively follow the average at low temperatures but start to deviate from it at higher temperatures. The temperature $T_s$ at which the magnetization of a sample rapidly drops is associated with the ordering of the largest island in this sample. Numerically, we determine $T_s$ as the temperature where the sample magnetizations falls below 1/3 of the average magnetization. This definition contains some amount of arbitrariness which corresponds to an overall shift of all $T_s$. However, the leading functional dependence of $T_s$ on the size $L_i$ of the longest island in the sample is not influenced by this shift. In order to demonstrate this dependence we can apply finite size scaling for the clean 3d Ising model (islands are regions devoid of impurities) in the slab geometry, i.e. on a sample of length $L_i$ in one dimension and essentially infinite length in other two dimensions ($L_C \gg L_i$). In the inset of Fig. 4 we plot $|T_c^0 - T_s|^{-\nu}$ as a function of $L_i$. The data show good agreement with the finite-size scaling prediction. Figure 4 also demonstrates that, in the tail of the smeared transition (for $T \rightarrow T_c^0$), the average (thermodynamic) magnetization is determined by rare samples with untypically large rare regions.
FIG. 4: Logarithm of the total magnetization $m$ as a function of $|T_c^0 - T|^{-\nu}$ for $L_\perp = 200$, $L_C = 280$ and $p = 0.2$ for three different disorder realizations. The thermodynamic statistical error of $\log_{10} m$ of a single realization is about 0.1. Straight line represents the average over 240 disorder realizations. Upper panel: The coupling constant $J_i$ in the uncorrelated direction as a function of $i$ for the corresponding three disorder realizations. Numbers indicate length of the longest island $L_i$ in the uncorrelated direction. Inset: Relation between the sample critical temperature $T_s$ and the size of the island length, plotted as $|T_c^0 - T_s|^{-\nu}$ as a function of island length.

In Fig. 5, we show the probability distribution of the sample ordering temperature $T_s$ for system sizes $L_\perp = 25, 50, 75, 100, 200$ and $L_C = 200$, computed from 700 to 780 disorder realizations (the statistical error of the $T_s$ values is $\Delta T_s \lesssim 0.03$). The results are in good agreement with the predictions of subsection II C, i.e., the probability distribution of the sample critical temperature becomes narrower and moves toward the clean critical temperature as the sample length $L_\perp$ in the uncorrelated direction is increased. In the inset of Fig. 5, we show that the width of the probability distribution
FIG. 5: The probability distribution of sample critical temperature $T_s$ as for different sample lengths in the uncorrelated direction. The data shown is for system with $L_{\perp} = 25, 50, 75, 100, 200$ and $L_C = 200$. The probability distribution is calculated from 700 to 780 disorder realizations and disorder concentration $p = 0.2$. Inset: Width of the probability distribution as a function of $\log_{10}(L_{\perp})^{-1/\nu}$. (defined as its standard deviation) is proportional to $\log(L_{\perp})^{-1/\nu}$ as predicted in eq. (15).

D. Local magnetization

We now turn to the local (layer) magnetization $m_i$ (as for the total magnetization, our Monte-Carlo estimator is the average of the absolute values of the layer magnetizations for each measurement). Close to the clean critical point the system contains a few ordered islands (rare regions devoid of impurities) typically far apart in space. The remaining bulk system is essentially still in the disordered phase. Fig. 6 illustrates such a situation. It displays the local magnetization $m_i$ of a particular...
FIG. 6: Local magnetization $m_i$ of a particular disorder realization as a function of the position $i$ in the uncorrelated direction (system size $L = 200$, $L_C = 200$ and temperature $T = 4.425$). The statistical error is approximately $5 \cdot 10^{-3}$. Lower panel: The coupling constant $J_i$ in the uncorrelated direction as a function of position $i$. Inset: Log-linear plot of the zoomed in region in the vicinity of the largest ordered island.

The figure shows that a sizable magnetization has developed on the longest island only (around position $i = 160$). One can also observe that order starts to emerge on the next longest island located close to $i = 25$. Far from these islands the system is still in its disordered phase. In the thermodynamic limit, the local magnetization should be exponentially small as predicted by eq. (10). However, in the simulations of a finite size system the local magnetization has a lower cut-off which is produced by finite-size fluctuations of the order parameter. These fluctuations are governed by the central limit theorem and can be estimated as $m_{\text{bulk}} \approx 1/\sqrt{N_{\text{cor}}} \approx \sqrt{L_{\text{cl}}^2/L_C^2} \approx 5 \cdot 10^{-3}$.
in agreement with the typical off-island value in Fig. 6. Here, \( N_{\text{cor}} \) is the number of correlated volumes per slab as determined by the size off the Wolff cluster. \( L_{\text{cl}} \) is a typical linear size of a Wolff cluster which is, at \( T = 4.425, L_{\text{cl}} \approx 10 \). In the inset of Fig. 6 we zoom in on the region around the largest island. The local magnetization, plotted on the logarithmic scale, exhibits a rapid drop-off with the distance from the ordered island. This drop-off suggests a relatively small (a few lattice spacings) bulk correlation length \( \xi_0 \) in this parameter region.

As was discussed above, finite-size fluctuations of the local magnetization far from the ordered islands mask the true asymptotic behavior for very small \( m_i \). In order to verify the probability distribution (13) of the local magnetization numerically, fluctuations have to be suppressed sufficiently. This would require simulating very large systems whose sizes in the correlated direction increase quadratically with the required magnetization resolution. With sizes available in our simulations we were not able to reproduce the distribution function, eq. (13), of \( P(\log m_i) \) predicted to be constant at small \( m_i \) and calculated for the mean-field model.\(^{36}\)

**IV. CONCLUSIONS**

In this final section we summarize our results and discuss how the disorder induced smearing of the phase transition found here compares to the Griffiths phenomena. We also remark on favorable conditions for observing the disorder-induced smearing in experiments and simulations. Then we shortly discuss differences between models with discrete and continuous symmetry. We end by briefly addressing the question of smearing of quantum phase transitions.

We have performed large-scale Monte-Carlo simulations of a 3d Ising model with short-ranged, nearest neighbor interactions and planar defects, introduced via correlated bond disorder. The results of the simulations show that the phase transition is not sharp, but rather smeared over a range of temperatures by the presence of the extended defects. The numerical results are in good agreement with the theoretical predictions (see subsection II B) based on the Lifshitz tail arguments.\(^{35,36}\)
The physics behind the smearing of the phase transition discussed in this paper is similar to the physics underlying Griffiths phenomena. Both effects are produced by rare spatial regions which are devoid of impurities and therefore locally in the ordered phase while the bulk system is still disordered. The difference between Griffiths phenomena and disorder-induced smearing is a result of disorder correlations. If the disorder is uncorrelated or short-range correlated, the rare regions have finite size and cannot develop true static order. The order parameter on such a rage region still fluctuates, albeit slowly. These slow fluctuations lead to the well known Griffiths singularities\textsuperscript{15} discussed in section I. In contrast, if the rare regions are infinite in two or more dimensions a stronger effect arises. The rare regions can develop true static long-range order independently of the rest of the system. The order parameter in such a system develops very inhomogeneously, which leads to the smearing of the phase transition. Therefore, exactly the same rare regions which would result in Griffiths phenomena if the disorder was short-range correlated lead to the smeared phase transition in the case of disorder correlated in two or more dimensions. In this sense the smearing of the transition takes the place of both the phase transition and the Griffiths region. Notice that long-range interactions increase the tendency toward smearing. If the interaction in the correlated direction falls off as $1/r^2$ or slower, even linear defects can lead to smearing, because a 1$d$ Ising model with $1/r^2$ interaction has an ordered phase.\textsuperscript{45,46}

Now we turn our attention to favorable conditions for observing the smearing in numerical simulations or experiments. This turns out to be controlled by two conditions, one for the concentration of the impurities, and one for their strength. In order to easily observe the smearing, the concentration of rare regions, eq. (6), has to be sufficiently large. This requires a relatively small concentration of impurities. If the concentration of the impurities is too high, the exponential drop-off of the island number and thus of $m$ is very steep and the smearing effects would be very hard to observe. On the other hand, if the impurities are too weak, the smeared transition is too close to the clean critical point and the bulk critical fluctuations will effectively mask the smearing. Consequently, the best parameters for observing the smearing
are a small concentration of strong impurities. This has been confirmed in test calculations using concentrations from $p = 0.05$ to $0.5$. Unfavorable parameter values may also be the reason why no smearing has been observed in previous simulations.\textsuperscript{33,47} Specifically, in Ref. 33, simulations have been performed using a high concentration $p = 0.5$ of weak impurities ($\Delta J/J = 0.1$). The relatively small system sizes (up to $L = 27$) in that simulation were probably not sufficient to observe the smearing.

The next remark concerns models with continuous order parameter symmetry. As pointed out above, the smearing of the phase transition is caused by static order on the rare regions. Thus, systems with continuous order parameter symmetry and short-range interactions would exhibit smearing of the phase transition only if the disorder is correlated in three or more dimensions.\textsuperscript{48} Again, long-range interactions increase the tendency toward smearing. It is known\textsuperscript{49} that classical XY and Heisenberg systems in $1d$ and $2d$ develop long range order only if the interaction falls off more slowly than $1/r^{2d}$. Therefore a system with linear (planar) defects would show smearing of the phase transition if the interactions in the correlated direction would fall off more slowly then $1/r^2$ ($1/r^4$).

We end our discussion with the brief remark about smearing of quantum phase transitions in disordered itinerant electronic systems. Each quantum phase transition can be mapped to a classical phase transition in higher dimension, with imaginary time acting as additional dimension. For dirty itinerant ferromagnets the effective interaction between the spin fluctuations in the imaginary time direction falls off as $1/r^2$, and the disorder is correlated in this direction.\textsuperscript{50} Therefore, the dirty itinerant ferromagnetic transition is smeared even for point-like defects.\textsuperscript{36}

In conclusion, we have presented results of Monte-Carlo simulations of a $3d$ Ising model with short-range interactions and planar defects. The numerical results show that the perfect disorder correlations in two dimensions destroy the sharp magnetic phase transition leading to a smeared transition at which the magnetization gradually develops over range of temperatures.
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Abstract

We present large-scale Monte-Carlo simulations of a two-dimensional (2d) bilayer quantum Heisenberg antiferromagnet with random dimer dilution. In contrast to the exotic scaling scenarios found in many other random quantum systems, the quantum phase transition in this system is characterized by a finite-disorder fixed point with power-law scaling. After accounting for strong corrections to scaling, characterized by a leading irrelevant exponent of $\omega \approx 0.48$, we find universal, i.e., disorder-independent, critical exponents $z = 1.310(6)$ and $\nu = 1.16(3)$. We discuss the consequences of these findings and suggest new experiments.
Quantum phase transitions (QPT) under the influence of quenched disorder are a topic of great current interest. Experimental examples range from localized [1] and itinerant [2] quantum magnets to heavy-fermion compounds [3], high-temperature superconductors [4], metal-insulator [5], as well as superconductor-insulator transitions [6]. These systems display rich new physics but many are still poorly understood. In the context of classical phase transitions, the interplay between disorder and critical fluctuations has a long history. Harris [7] derived a criterion for the stability of a critical point against disorder: If the correlation length exponent $\nu$ fulfills the inequality $\nu > 2/d$, where $d$ is the spatial dimensionality, the critical behavior is not influenced by weak disorder. If a clean critical point violates the Harris criterion, the generic result of introducing disorder is a new (finite-disorder) critical point with power-law scaling and new critical exponents which fulfill the Harris criterion [8].

At QPTs, order-parameter fluctuations in space and time have to be considered. Quenched disorder is time-independent, i.e., perfectly correlated in time direction. As a result, disorder effects at QPTs are generically stronger than at classical transitions. Prominent consequences are the infinite-randomness critical points in 1d random spin chains [9] and in 1d [10] and 2d [11] random quantum Ising models. At these infinite-randomness critical points, the dynamical scaling is activated, i.e., the relation between the correlation time $\tau$ and the correlation length $\xi$ is exponential:

$$\ln \xi \sim \xi^\mu.$$  

(A at conventional critical point, this relation is a power law, $\xi \sim \xi^z$).

In itinerant electrons systems, the effects of impurities can be even more dramatic. For Ising symmetry, the interplay of quenched disorder and Landau damping of the order parameter fluctuations completely destroys the sharp QPT by smearing [12]. Further unconventional phenomena include non-universal, continuously varying critical exponents, observed in the Griffiths region associated with a QPT [10, 11, 13] or at certain impurity QPTs [14]. These results lead to a general belief that all QPTs in presence of disorder are unconventional [15].

In this Letter we show that this belief is mistaken. Specifically, we demonstrate that a dimer-diluted 2d spin-1/2 bilayer quantum Heisenberg antiferromagnet has a conventional quantum critical point with power-law scaling. Moreover, the critical exponents are universal, i.e., dilution-independent, but only after accounting for
corrections to scaling characterized by an irrelevant exponent $\omega \approx 0.48$. The asymptotic dynamical and correlation length exponents are $z = 1.310(6)$ and $\nu = 1.16(3)$ (fulfilling the Harris criterion $\nu > 2/d = 1$ [7, 8]).

Our starting point is the spin-1/2 bilayer quantum Heisenberg antiferromagnet, as depicted in the inset of Fig. 1. The spins in each square-lattice plane interact via exchange $J_{\parallel}$, and the interplane coupling is $J_{\perp}$. The clean version of this model has been studied extensively in the past [16, 17]. For $J_{\perp} \gg J_{\parallel}$, neighboring spins from the two layers form singlets, and the ground state is paramagnetic. In contrast, for $J_{\parallel} \gg J_{\perp}$ the system develops Néel order. Both phases are separated by a QPT at $J_{\perp}/J_{\parallel} \approx 2.525$. Importantly, the Berry phase contributions from the two spins of each unit cell exactly cancel, and the continuum limit of this model is an ideal realization of the (2+1)-dimensional O(3) non-linear sigma model without Berry phases [20, 21].

Random disorder is now introduced by removing pairs (dimers) of adjacent spins, one from each layer. This type of disorder does not introduce random Berry phases, which are present in many other diluted spin systems. Here, by removing dimers, the compensation of Berry phases from adjacent sites is not disrupted by the disorder, and thus this complication is absent. The Hamiltonian of the model with dimer dilution is:

$$H = J_{\parallel} \sum_{(i,j)} \epsilon_i \epsilon_j \hat{S}_{i,a} \cdot \hat{S}_{j,a} + J_{\perp} \sum_{i} \epsilon_i \hat{S}_{i,1} \cdot \hat{S}_{i,2},$$

and $\epsilon_i = 0$ ($\epsilon_i = 1$) with probability $p$ ($1-p$). The phase diagram of the dimer-diluted bilayer Heisenberg model has been studied by Sandvik [18] and Vajk and Greven [19], see Fig. 1. For small $J_{\perp}$ magnetic order survives up to the percolation threshold $p_p \approx 0.4072$, and a multicritical point exists at $p = p_p$ and $J_{\perp}/J_{\parallel} \approx 0.16$. We focus on the generic transition at $0 < p < p_p$, driven by $J_{\perp}$, where the results of Refs. [18, 19] are inconclusive.

As an aside, we note that site dilution (in contrast to dimer dilution) completely changes the physics for $J_{\perp} \gg J_{\parallel}$. The random Berry phases (which have no classical analogue [21]) are equivalent to impurity-induced moments [22], and those become weakly coupled via bulk excitations. Thus, for all $p < p_p$ the ground state of the system shows long-range order, independent of $J_{\perp}/J_{\parallel}$!
FIG. 1: Phase diagram [19] of the diluted bilayer Heisenberg antiferromagnet, as function of $J_\perp / J_\parallel$ and dilution $p$. The dashed line is the percolation threshold, the open dot is the multicritical point of Refs. [18, 19]. The arrow indicates the QPT studied here. Inset: The model: Quantum spins (arrows) reside on the two parallel square lattices. The spins in each plane interact with the coupling strength $J_\parallel$. Interplane coupling is $J_\perp$. Dilution is done by removing dimers.

In order to determine the critical behavior at the QPT most effectively, we simulate a 3d classical Heisenberg model which is in the same universality class as the (2+1)-dimensional O(3) non-linear sigma model discussed above. The disorder is introduced via site dilution perfectly correlated in the imaginary time direction, i.e. the impurities are 1d holes “drilled” through the system. The classical Hamiltonian reads:

$$ H = K \sum_{i,j,\tau} \epsilon_i \epsilon_j S_{i,\tau} \cdot S_{j,\tau} + K \sum_{i,\tau} \epsilon_i S_{i,\tau} \cdot S_{i,\tau+1}, $$

where $S_{i,\tau}$ is an O(3) unit vector. The coupling constant $K$ of the classical model, or more precisely, $\beta K$ is related to the ratio $J_\parallel / J_\perp$ of the quantum model. Here, $\beta \equiv 1/T$ where $T$ is an effective “classical” temperature, not equal to the real temperature which is zero. In our simulations we set $K = 1$ and drive the classical system through the transition by tuning the classical temperature $T$. 
We determine the critical behavior of the classical model (2) by performing Monte-Carlo simulations using the highly efficient Wolff cluster algorithm [23, 24]. We study linear sizes up to $L = 120$ in space direction and $L_{\tau} = 384$ in imaginary time direction for four impurity concentrations $p = \frac{1}{8}, \frac{1}{5}, \frac{2}{7}$ and $\frac{1}{3}$. The results are averaged over a large number of disorder realizations ranging from $10^4$ for the smallest systems to 1000 for the largest. Each sample is equilibrated using 100 Monte-Carlo sweeps (spin-flips per site). For large dilutions, $p = \frac{2}{7}$ and $\frac{1}{3}$ we perform both Wolff and Metropolis sweeps to equilibrate small dangling clusters. During the measurement period of another 100-200 sweeps we calculate the magnetization, susceptibility, specific heat and correlation functions.

A quantity particularly suitable to locate the critical point and to extract high precision values for the exponents $z$ and $\nu$ is the Binder ratio:

$$g_{av} = \left[1 - \frac{\langle |M|^4 \rangle}{3\langle |M|^2 \rangle^2}\right]_{av},$$

where $M = \sum_{i,\tau} S_{i,\tau}, [...]_{av}$ denotes the disorder average and $\langle ... \rangle$ denotes the Monte-Carlo average for each sample. This quantity has scale dimension 0. Thus, its finite-size scaling form is given by

$$g_{av} = \tilde{g}_C(t L^{1/\nu}, L_{\tau}/L^z) \quad \text{or}$$

$$g_{av} = \tilde{g}_A(t L^{1/\nu}, \log(L_{\tau})/L^\mu)$$

for conventional scaling or for activated scaling, respectively. Two important characteristics immediately follow: (i) For fixed $L$, $g_{av}$ has a peak as a function of $L_{\tau}$. The position $L_{\tau}^{\text{max}}$ of the peak marks the optimal sample shape, where the ratio $L_{\tau}/L$ roughly behaves like the corresponding ratio of the correlation lengths in time and space directions, $\xi_{\tau}/\xi$. At the critical point, the peak value $g_{av}^{\text{max}}$ is independent of $L$. Thus, for power law scaling, plotting $g_{av}$ at the critical temperature vs. $L_{\tau}/L_{\tau}^{\text{max}}$ should collapse the data, without the need for a value of $z$. In contrast, for activated scaling the $g_{av}$ data should collapse when plotted as a function of $\log(L_{\tau})/\log(L_{\tau}^{\text{max}})$. (ii) For samples of the optimal shape ($L_{\tau} = L_{\tau}^{\text{max}}$), plots of $g_{av}$ vs. temperature for different $L$ cross at the critical temperature $T_c$. Based on these two characteristics, we use a simple iterative procedure to determine both the optimal shapes and the location of the critical point.
We now turn to the results of our Monte-Carlo simulations. In order to distinguish between activated and power-law dynamical scaling we perform a series of calculations at the critical temperature. The upper panel of Fig. 2 shows the Binder ratio \( g_{av} \) as a function of \( L_\tau \) for various \( L = 5 \ldots 100 \) and dilution \( p = \frac{1}{5} \) at \( T = T_c = 1.1955 \). The statistical error of \( g_{av} \) is below 0.1% for the smaller sizes and not more than 0.2% for the largest systems. As expected at \( T_c \), the maximum Binder ratio for each of the curves does not depend on \( L \). To test the conventional power-law scaling form, eq. (4), we plot \( g_{av}/g_{av}^{\text{max}} \) as a function of \( L_\tau/L_{\tau}^{\text{max}} \) in the lower panel of Fig. 2. The data scale extremely well, giving statistical errors of \( L_{\tau}^{\text{max}} \) in the range between 0.3% and 1%. For comparison, the inset shows a plot of \( g_{av} \) as a function of \( \log(L_\tau)/\log(L_{\tau}^{\text{max}}) \) corresponding eq. (5). The data clearly do not scale which rules out the activated scaling scenario. The results for the other three impurity concentrations \( p = \frac{1}{8}, \frac{2}{7}, \frac{1}{3} \) are completely analogous.

Having established that the dynamical scaling is of conventional power-law type we proceed to determine the dynamical exponent \( z \). In Fig. 3, we plot \( L_{\tau}^{\text{max}} \) vs. \( L \) for all four dilutions \( p \). The curves show significant deviations from pure power-law behavior. These deviations can be attributed to corrections to scaling, produced by one or more irrelevant operators. In such a situation, a direct power-law fit of the data will only yield effective exponents. To determine the true asymptotic exponents we take the leading correction to scaling into account, i.e., we use the ansatz \( L_{\tau}^{\text{max}}(L) = aL^z(1+bL^{-\omega_1}) \) with universal (dilution-independent) exponents \( z \) and \( \omega_1 \) but dilution-dependent \( a \) and \( b \). A combined fit of all four curves gives \( z = 1.310(6) \) and \( \omega_1 = 0.48(3) \) where the number in brackets is the standard deviation of the last given digit. The quality of the fit is very high (\( \chi^2 \approx 0.7 \)), and it is also robust against removing complete data sets or removing different points from the lower or upper end of each set. We thus conclude that the asymptotic dynamical exponent \( z \) is indeed universal. (Note that the leading corrections to scaling vanish very close to \( p = \frac{2}{7} \); the curvature of the \( L_{\tau}^{\text{max}}(L) \) curves in Fig. 3 is opposite above and below this concentration.)

To determine the correlation length exponent \( \nu \), we perform simulations in the vicinity of \( T_c \) for samples with the optimal shape \( (L_\tau = L_{\tau}^{\text{max}}) \) to keep the second argument of the scaling function (4) constant. Fig. 4 shows a scaling plot of \( g_{av} \) vs.
\[ x_L(T - T_c) \] for impurity concentration \( p = \frac{1}{5} \). Again, the data scale very well, but since the scaling function lacks the characteristic maximum, the error of the resulting scaling factor \( x_L \) is somewhat larger (1...2%) than that of \( L_{\tau}^{\max} \). The same quality of scaling was achieved for the other dilutions. Fig. 5 shows the scaling factor \( x_L \) vs. \( L \) for all four data sets. A combined fit to the ansatz \( x_L = c L^{1/\nu}(1 + d L^{-\omega_2}) \) where \( \nu \) and \( \omega_2 \) are universal, gives \( \nu = 1.16(3) \) and \( \omega_2 = 0.5(1) \). As above, the fit is robust and of high quality (\( \chi^2 \approx 1.2 \)). Importantly, as expected for the true asymptotic exponent, \( \nu \) fulfills the Harris criterion [7], \( \nu > 2/d=1 \). We also note that
FIG. 3: $L_r^{max}/L$ vs. $L$ for four disorder concentrations $p = \frac{1}{8}$, $\frac{1}{5}$, $\frac{2}{7}$ and $\frac{1}{3}$. Solid lines: Fit to $L_r^{max} = aL^z(1 + bL^{-\omega_1})$ with $z = 1.310(6)$ and $\omega_1 = 0.48(3)$.

FIG. 4: Scaling plot of $g_{av}$ vs. $(T - T_c)x_L$ for $p = 0.2$.

both irrelevant exponents $\omega_1$ and $\omega_2$ agree within their error bars, suggesting that the same irrelevant operator controls the leading corrections to scaling for both $z$ and $\nu$.

We have also calculated the exponents $\beta$ and $\gamma$. However, the corrections to scaling for magnetization and susceptibility are even stronger than that of the Binder ratio, leading to larger errors for $\beta$ and $\gamma$. We have found $\beta/\nu = 0.56(5)$ and $\gamma/\nu = 2.15(10)$. 
FIG. 5: Scaling factor vs. $L$ for four disorder concentrations $p = \frac{1}{8}, \frac{1}{5}, \frac{2}{7}$ and $\frac{1}{3}$. Solid lines: Fit to $x_L = cL^{1/\nu}(1 + dL^{-\omega_2})$ with $\nu = 1.16(3)$ and $\omega_2 = 0.5(1)$.

These exponents fulfill the hyperscaling relation $2\beta + \gamma = (d + z)\nu$ which is another argument for our results being asymptotic rather than effective exponents.

In summary, we have performed Monte-Carlo simulations of a 3d classical Heisenberg model with linear impurities which is in the same universality class as the dimer-diluted bilayer quantum Heisenberg antiferromagnet. The QPT in this system is characterized by a conventional, finite-disorder critical point with power-law scaling, in contrast to the wide-spread belief that all QPTs in the presence of disorder are exotic. (Note that the Ising version of our model, the diluted 2d random transverse Ising model, shows an infinite-randomness critical point [11, 26].) Moreover, the asymptotic critical exponents are universal, i.e., dilution-independent.

Let us briefly compare our findings to previous work. The multicritical point at $p = p_p$ and $J_\perp/J_\parallel \approx 0.16$, identified in Refs. [18, 19], has a dynamical exponent $z \approx 1.3$. Within the error bars, this value coincides with the one found here for the generic $p < p_p$ transition. We see no a-priori reason for this coincidence, so far it is unclear whether or not it is accidental. Vajk and Greven [19] also quote exponent values for $p < p_c$. At dilution $p = 0.25$ they find $z = 1.07$ and $\nu = 0.89$, different from our results. However, as the authors of Ref. [19] point out, a value of $\nu < 1$ violates the Harris criterion, indicating that it represents an effective rather than an asymptotic exponent. It would also be useful to compare our findings with analytical...
results. To the best of our knowledge, the only quantitative result is a resummation of the 2-loop $\epsilon$-expansion [25]. The predicted critical exponents significantly differ from ours. However, they also violate the Harris criterion, casting doubt on their validity.

Finally, we comment on experiments. If chemical doping replaces magnetic by non-magnetic ions in a 2d antiferromagnet, e.g., Cu by Zn in YBa$_2$Cu$_3$O$_6$, the case of site rather than dimer dilution is realized. The most promising way to effectively achieve bond dilution is the introduction of strong antiferromagnetic inter-dimer bonds at random locations. Thus we propose to study magnetic transitions in bond-disordered systems; those transitions can be expected to be in the same universality class as the one studied here. One candidate material – albeit 3d – is (Tl,K)CuCl$_3$ under pressure; interesting quasi-2d compounds are SrCu$_2$(BO$_3$)$_2$ or BaCuSi$_2$O$_6$, where suitable dopants remain to be found.
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[24] Since the classical model is not frustrated, we can use cluster algorithms to reduce critical slowing down.
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