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1 Introduction

In this paper, we consider the exponential stability of the zero solution of functional equa-
tions of the form

x∆(t) = G(t,x(s);0 ≤ s ≤ t) := G(t,x(.)) (1.1)

on a time scale T with 0 ∈ T, a closed subset of real numbers. x is a delta-differentiable
n× 1 vector function and G : [0,∞)×Rn 7→ Rn is a given nonlinear continuous function
in t and x such that G(t,0) = 0. “.∆” turns out to be the usual derivative when T = R and
the forward difference operator when T = Z. The forward difference operator is defined by
∆x(t) = x(t +1)−x(t). Throughout this paper, for each continuous function φ : [0, t0] 7→Rn

there exists at least one continuous function x(t) = x(t, t0,φ) on an interval [t0, I] such that
it satisfies (1.1) for 0 ≤ t0 ≤ t ≤ I and such that x(t, t0,φ) = φ(t) for 0 ≤ t0 ≤ I. For the
existence and extendibility of solutions of (1.1), we refer the reader to [4].

Our results in this paper extends the results in [8] to functional dynamic equations on
time scales. Peterson and Raffoul in [8] obtain the exponential stability of the zero solution
of the initial value problem

x∆(t) = G(t,x(t)), x(t0) = x0, t0 ≥ 0, x0 ∈ R

by using non-negative definite Lyapunov functions but their results do not apply to equa-
tions similar to the Volterra integrodynamic equations

x∆ = a(t)x+
Z t

0
B(t,s) f (x(s))∆s. (1.2)

In this paper, we are especially interested in applying our results to equation (1.1) with
f (x) = xn, where n is positive and rational.

The concept of “type I Lyapunov funtion” was first defined by Peterson and Tisdell in
[9] for the study of existence of solutions of first order dynamic equations.

We say V : [0,∞)×Rn 7→ [0,∞) is a type I Lyapunov functional on [0,∞)×Rn when

V (t,x) =
n

∑
i=1

(
Vi(xi)+Ui(t)

)
,

where each Vi : R 7→R and Ui : [0,∞) 7→R are continuously differentiable. Next, we extend
the definition of the derivative of a type I Lyapunov function to type I Lyapunov functionals.
If V is a type I Lyapunov functional and x is a solution of equation (1.1), then we have

[V (t,x)]∆ =
n

∑
i=1

(
Vi(xi(t))+Ui(t)

)∆

=
Z 1

0
∇V [x(t)+hµ(t)G(t,x(.))] .G(t,x(.))dh+

n

∑
i=1

U∆
i (t)

where ∇ = (∂/∂x1, · · · ,∂/∂xn) is the gradient operator. This motivates us to define V̇ :
[0,∞)×Rn 7→ R by

V̇ (t,x) = [V (t,x)]∆ .



Exponential Stability 95

Continuing in the spirit of [9], we have

V̇ (t,x) =


n
∑

i=1

Vi

(
xi+µ(t)Gi(t,x(·))

)
−Vi(xi)

µ(t) +
n
∑

i=1
U∆

i (t), when µ(t) 6= 0,

∇V (x).G(t,x(·))+
n
∑

i=1
U∆

i (t), when µ(t) = 0.

We also use a continuous strictly increasing function Wi : [0,∞) 7→ [0,∞) with Wi(0) = 0,
Wi(s) > 0 if s > 0 for each i ∈ Z+.

2 Calculus on Time Scales with Preliminary Results

An introduction with applications and advances in dynamic equations are given in [5, 6].
In this section, we only mention necessary basic results on time scales. We have two jump
operators, namely the forward jump operator and the backward jump operator

σ(t) := inf{s > t : s ∈ T}, ρ(t) := sup{s < t : s ∈ T}

for all t ∈ T, respectively. Therefore, there might be four types of points in a time scale,
i.e., σ(t) > t (right-scattered point t ), ρ(t) < t (left-scattered point t), σ(t) = t (right-dense
point t), and ρ(t) = t (left-dense point t). Also µ : T 7→ [0,∞) defined by µ(t) := σ(t)− t
gives the distance between two points in a time scale.

Assume x : T 7→ Rn. Then we define x∆(t) to be the vector (provided it exists) with the
property that given any ε > 0, there is a neighborhood U of t such that∣∣[xi(σ(t))− xi(s)]− x∆

i (t)[σ(t)− s]
∣∣≤ ε |σ(t)− s|

for all s ∈U and for each i = 1,2, · · ·n. We call x∆(t) the delta derivative of x(t) at t, and it
turns out that x∆(t) = x′(t) if T = R and x∆(t) = x(t + 1)− x(t) if T = Z. If G∆(t) = g(t),
then the Cauchy integral is defined byZ t

a
g(s)∆s = G(t)−G(a).

It can be shown that for each continuous function f : T 7→ Rn at t ∈ T

f ∆(t) =
f (σ(t))− f (t)

µ(t)
for right-scattered point t

and if the limit exists

f ∆(t) = lim
s→t

f (t)− f (s)
t− s

for right-dense point t.

The product and quotient rules are given by

( f g)∆ (t) = f ∆(t)g(t)+ f σ(t)g∆(t) (2.1)

and (
f
g

)∆

(t) =
f ∆(t)g(t)− f (t)g∆(t)

g(t)gσ(t)
if g(t)gσ(t) 6= 0.
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for differentiable functions f ,g : T 7→Rn at t ∈T. We also have the following simple useful
formula

f σ(t) = f (t)+µ(t) f ∆(t), where f σ = f ◦σ. (2.2)

We say f : T 7→R is rd-continuous provided f is continuous at each right-dense point t ∈ T
and whenever t ∈ T is left-dense lims→t− f (s) exists as a finite number.

The following chain rule is due to Poetzsche [10].

Theorem 2.1. Let f : R 7→R be continuously differentiable and suppose g : T 7→R is delta
differentiable. Then f ◦g : T 7→ R is delta differentiable and the formula

( f ◦g)∆(t) =
{Z 1

0
f ′

(
g(t)+hµ(t)g∆(t)

)
dh

}
g∆(t) (2.3)

holds.

We use the following result [5, Theorem 1.117] to calculate the derivative of the Lya-
punov function in further sections. If T has a left-scattered maximum m, then Tκ = T−{m}.

Theorem 2.2. Let t0 ∈ Tκ and assume k : T×Tκ 7→ R is continuous at (t, t), where t ∈ Tκ

with t > t0. Also assume that k(t, ·) is rd-continuous on [t0,σ(t)]. Suppose for each ε > 0
there exists a neighborhood of t, independent U of τ ∈ [t0,σ(t)], such that

|k(σ(t),τ)− k(s,τ)− k∆(t,τ)(σ(t)− s)| ≤ ε|σ(t)− s| for all s ∈U,

where k∆ denotes the derivative of k with respect to the first variable. Then

g(t) :=
Z t

t0
k(t,τ)∆τ implies g∆(t) =

Z t

t0
k∆(t,τ)∆τ+ k(σ(t), t);

and

h(t) :=
Z b

t
k(t,τ)∆τ implies k∆(t) =

Z b

t
k∆(t,τ)∆τ− k(σ(t), t).

We apply the following Cauchy–Schwartz inequality in [5, Theorem 6.15] to prove
Theorem 3.8.

Theorem 2.3. Let a,b ∈ T. For rd-continuous f ,g : [a,b] 7→ R we have

Z b

a
| f (t)g(t)|∆t ≤

√{Z b

a
| f (t)|2∆t

}{Z b

a
|g(t)|2∆t

}
.

Next, we define an exponential function on a time scale in order to obtain exponential
stability of the zero solution of (1.1). We say that p : T 7→ R is regressive provided 1 +
µ(t)p(t) 6= 0 for all t ∈Tκ. We define the set R of all regressive and rd-continuous functions.
We define the set R + of all positively regressive elements of R by R + = {p ∈ R : 1 +
µ(t)p(t) > 0 for all t ∈ Tκ}. If p ∈ R , then the exponential function ep(t, t0) is for each
fixed t0 ∈ T the unique solution of the initial value problem

x∆ = p(t)x, x(t0) = 1
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on T. Under the addition on R defined by

(p⊕q)(t) = p(t)+q(t)+µ(t)p(t)q(t), t ∈ Tκ

is an Abelian group (see [5]), where the additive inverse of p, denoted by 	p, is defined by

(	p)(t) =
−p(t)

1+µ(t)p(t)
, t ∈ Tκ.

We also define the “circle minus” subtraction 	 on R by

(p	q)(t) := (p⊕ (	q))(t), t ∈ Tκ. (2.4)

Therefore,

(p	q)(t) =
p(t)−q(t)

1+µ(t)q(t)
, t ∈ Tκ.

We use the following properties of the exponential function ep(t,s) which are proved in
Bohner and Peterson [5].

Theorem 2.4. If p,q ∈ R , then for t,s,r, t0 ∈ T

1. ep(t, t)≡ 1 and e0(t,s)≡ 1;

2. ep(σ(t),s) = (1+µ(t)p(t))ep(t,s);

3. 1
ep(t,s)

= e	p(t,s) = ep(s, t);

4. ep(t,s)
eq(t,s)

= ep	q(t,s);

5. ep(t,s)eq(t,s) = ep⊕q(t,s);

6. ep(t,r)ep(r,s) = ep(t,s).

The following properties of the exponential function on T can be found in [3].

Theorem 2.5. Let t0 ∈ T.

1. If p ∈ R +, then ep(t, t0) > 0 for all t ∈ T.

2. If p ≥ 0, then ep(t, t0)≥ 1 for all t ≥ t0. Therefore, e	p(t, t0)≤ 1 for all t ≥ t0.

Also, it follows from Bernoulli’s inequality ([5], Theorem 6.2]) that for any time scale,
if the constant λ ∈ R +, then

0 < e	λ(t, t0)≤
1

1+λ(t− t0)
, t ≥ t0.

It follows that
lim
t→∞

e	λ(t, t0) = 0.

In particular, if T = R, then e	λ(t, t0) = e−λ(t−t0) and if T = Z+, then e	λ(t, t0) = (1 +
λ)−(t−t0). For the growth of generalized exponential functions on time scales, see Bodine
and Lutz [2].
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3 Exponential Stability

In this section, we use a non-negative definite type I Lyapunov functional and establish
sufficient conditions to obtain (uniformly) exponentially asymptotically stability of the zero
solution of equation (1.1).

Definition 3.1. We say that the zero solution of (1.1) is exponentially asymptotically stable
on [0,∞) if there exist a positive constant d, a constant C ∈ R+, and an M > 0 such that for
any solution x(t, t0,φ) of (1.1),

‖x(t, t0,x0)‖ ≤C
(
|φ|, t0

)
(e	M(t, t0))d , for all t ∈ [t0,∞)

where C
(
|φ|, t0

)
is a constant depending on |φ| and t0, φ is a given continuous and bounded

initial function, ||.|| is the Euclidean norm, and |φ|= sup{||φ(t)|| : 0 ≤ t ≤ t0}. We say that
the zero solution of system (1.1) is uniformly exponentially asymptotically stable on [0,∞)
if C is independent of t0.

We make use of the above expression in our examples. Following lemma is mentioned
in [4].

Lemma 3.2. Assume φ(t,s) is right-dense continuous (rd-continuous) with respect to the
second variable and is delta-differentiable with respect to the first variable, and let

V (t,x) = x2(t)+
Z t

0
φ(t,s)W (|x(s)|)∆s.

If x is a solution of (1.1), then we have by using (2.2) and Theorem 2.2 that

V̇ (t,x) = 2x ·G(t,x(·))+µ(t)G2(t,x(·))

+
Z t

0
φ

∆(t,s)W (|x(s)|)∆s+φ(σ(t), t)W (|x(t)|),

where φ∆(t,s) denotes the derivative of φ with respect to the first variable.

Definition 3.3. We say that a type I Lyapunov functional V : [0,∞)×Rn 7→ [0,∞) is negative
definite if V (t,x) 6= 0 for x 6= 0,x ∈Rn, V (t,x) = 0 for x = 0 and along the solutions of (1.1)
we have V̇ (t,x) ≤ 0. If the condition V̇ (t,x) ≤ 0 does not hold for all (t,x) ∈ T×Rn, then
the Lyapunov functional is said to be non-negative definite.

Theorem 3.4. Let D⊂Rn containing the origin. Suppose that there exists a type I Lyapunov
functional V : [0,∞)×D 7→ [0,∞) such that for all (t,x) ∈ [0,∞)×D

λ1(t)W1(|x|)≤V (t,x)≤ λ2(t)W2(|x|)+λ2(t)
Z t

0
φ1(t,s)W3(|x(s)|)∆s (3.1)

and

V̇ (t,x)≤
−λ3(t)W4(|x|)−λ3(t)

R t
0 φ2(t,s)W5(|x(s))|∆s−L(M	δ)e	δ(t,0)

1+µ(t)λ3(t)
λ2(t)

. (3.2)
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where λ1(t),λ2(t),λ3(t) are positive continuous functions, M,δ are positive constants, L
is a nonnegative constant, λ1(t) is nondecreasing and φi(t,s) ≥ 0 is rd-continuous with
respect to the second variable for 0 ≤ s ≤ t < ∞, i = 1,2 such that

W2(|x|)−W4(|x|)+
Z t

0
(φ1(t,s)W3(|x|)−φ2(t,s)W5(|x(s)|))∆s ≤ 0. (3.3)

If
R t

0 φ1(t,s)∆s≤ B for some positive constants B, then the zero solution of equation (1.1) is
exponentially asymptotically stable.

Proof. Let M := inft≥0
λ3(t)
λ2(t)

> 0 and set δ > M. Let x be a solution of equation (1.1) with

x(t) = φ(t) for 0 ≤ t ≤ t0. Since M ≤ λ3(t)
λ2(t)

, we have

[V (t,x(t))eM(t, t0)]
∆ (2.1)= V̇ (t,x(t))eσ

M(t, t0)+MV (t,x(t))eM(t, t0)
(2.2)=

[
V̇ (t,x(t))(1+µ(t)M)+MV (t,x(t))

]
eM(t, t0)

(3.1)(3.2)
≤

[
−λ3(t)W4(|x|)−λ3(t)

Z t

0
φ2(t,s)W5(|x(s)|)∆s−L(M	δ)e	δ(t,0)

+ λ3(t)W2(|x|)+λ3(t)
Z t

0
φ1(t,s)W3(|x(s)|)∆s

]
eM(t, t0)

(3.3)
≤ −L(M	δ)e	δ(t,0)eM(t, t0)

(2.4)= −L(M	δ)eM	δ(t,0)eM(0, t0),

where we used Theorem 2.5 (i), and Theorem 2.4 (ii), (v), and (vi). Integrating both sides
from t0 to t, we have from Theorem 2.4 (i) and Theorem 2.5 (i) and (ii)

V (t,x(t))eM(t, t0) ≤ V (t0,φ)−LeM(0, t0)eM	δ(t,0)+LeM(0, t0)eM	δ(t0,0)
= V (t0,φ)−Le	δ(t,0)eM(t, t0)+Le	δ(t0,0)
≤ V (t0,φ)+L.

It follows from Theorem 2.4 (iii) that for all t ≥ t0

V (t,x(t))≤ (V (t0,φ)+L)e	M(t, t0).

From inequality (3.1), we have

W1(|x|) ≤ 1
λ1(t)

(V (t0,φ)+L)e	M(t, t0)

≤ 1
λ1(t0)

[
λ2(t0)W2(|φ|)+λ2(t0)W3(|φ|)

Z t0

0
φ1(t0,s)∆s+L

]
e	M(t, t0),

where we used the fact Theorem 2.5 (ii) and λ1(t) is nondecreasing. Therefore, we obtain

|x| ≤W−1
1

{
1

λ1(t0)

[
λ2(t0)W2(|φ|)+λ2(t0)W3(|φ|)

Z t0

0
φ1(t0,s)∆s+L

]
e	M(t, t0)

}
for all t ≥ t0. This concludes the proof.
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Remark 3.5. In Theorem 3.4, if λi(t) = λi, i = 1,2,3 are positive constants, then the triv-
ial solution of (1.1) is uniformly exponentially stable on [0,∞). The proof of this remark
follows from Theorem 3.4 by taking δ > λ3

λ2
and M = λ3

λ2
.

Next, we provide an example in the form of a theorem as an application to Theorem
3.1.

Remark 3.6. Condition (8) can be easily satisfied if W2 = W4, W3 = W5 and with the appro-
priate growth condition on the functions φ1 and φ2, as the next theorem shows.

Remark 3.7. [4, Theorem 3.2] yields boundedness of solutions. However, Theorem 3.4
yields the exponential stability of the zero solution of (1.1). Obtaining exponential stability
requires different conditions from those of [4, Theorem 3.2].

Theorem 3.8. Suppose B(t,s) is rd-continuous with respect to the second variable and for
1 < δ, consider the scalar non-linear Volterra integro-dynamic equation

x∆ = a(t)x(t)+ e	δ(t,0)
Z t

0
B(t,s)x2/3(s)∆s, t ≥ 0, x(t) = φ(t) for 0 ≤ t ≤ t0, (3.4)

where φ(t) is a given bounded continuous initial function [0,∞), and a is a continuous
function [0,∞). Suppose there are positive constants ν,β1,β2, with ν ∈ (0,1) such that[

2a(t) + µ(t)a2(t)+ e	δ(t,0)µ(t)|a(t)|
Z t

0
|B(t,s)|∆s+ e	δ(t,0)

Z t

0
|B(t,s)|∆s

+ ν

Z
∞

σ(t)
e	δ(u,0)|B(u, t)|∆u

]
(1+µ(t))≤−1, (3.5)

{
−ν+

2
3

(
1+µ(t)|a(t)|+µ(t)

Z t

0
|B(t,s)|∆s

)}
(1+µ(t))≤−1

4
, (3.6)

Z t

0

Z
∞

t
e	δ(u,0)|B(u,s)|∆u∆s < ∞,

Z t

0
|B(t,s)|∆s < ∞,

e	δ(t,0)|B(t,s)| ≥ ν

Z
∞

t
e	δ(u,0)|B(u,s)|∆u, (3.7)

and
1
3

(
1+µ(t)|a(t)|+µ(t)

Z t

0
|B(t,s)|∆s

)Z t

0
|B(t,s)|∆s ≤−L(1	δ), (3.8)

for some positive constant L, then the zero solution of (3.4) is uniformly exponentially
asymptotically stable.

Proof. Let

V (t,x) = x2(t)+ν

Z t

0

Z
∞

t
e	δ(u,0)|B(u,s)|∆ux2(s)∆s.
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Using Theorem 2.2 and Lemma 3.2, we have along the solutions of (3.4) that

V̇ (t,x) = 2x(t)
(

a(t)x(t)+ e	δ(t,0)
Z t

0
B(t,s)x2/3(s)∆s

)
(3.9)

+ µ(t)
(

a(t)x(t)+ e	δ(t,0)
Z t

0
B(t,s)x2/3(s)∆s

)2

− νe	δ(t,0)
Z t

0
|B(t,s)|x2(s)∆s+ν

Z
∞

σ(t)
e	δ(u,0)|B(u, t)|x2(t)∆u

≤ 2a(t)x2(t)+2e	δ(t,0)
Z t

0
|B(t,s)| |x(t)|x2/3(s)∆s

+ µ(t)a2(t)x2(t)+2e	δ(t,0)µ(t)|a(t)|
Z t

0
|B(t,s)| |x(t)|x2/3(s)∆s

+ µ(t)
(

e	δ(t,0)
Z t

0
B(t,s)x2/3(s)∆s

)2

+ ν

Z
∞

σ(t)
e	δ(u,0)|B(u, t)|x2(t)∆u−ν

Z t

0
e	δ(t,0)|B(t,s)|x2(s)∆s.

Using the fact that ab ≤ a2/2+b2/2 for any real numbers a and b, we have

2e	δ(t,0)
Z t

0
|B(t,s)| |x(t)|x2/3(s)∆s ≤ e	δ(t,0)

Z t

0
|B(t,s)|(x2(t)+ x4/3(s))∆s.

Also, using Theorem 2.3, and Theorem 2.5 (i), (ii) one obtains(Z t

0
e	δ(t,0)|B(t,s)|x2/3(s)∆s

)2
=

(
e	δ(t,0)

Z t

0
|B(t,s)|1/2|B(t,s)|1/2x2/3(s)∆s

)2

≤ e	δ(t,0)
Z t

0
|B(t,s)|∆s

Z t

0
|B(t,s)|x4/3(s)∆s.

A substitution of the above two inequalities into (3.9) yields

V̇ (t,x) ≤
[
2a(t)+µ(t)a2(t)+ e	δ(t,0)µ(t)|a(t)|

Z t

0
|B(t,s)|∆s

+ e	δ(t,0)
Z t

0
|B(t,s)|∆s+ν

Z
∞

σ(t)
e	δ(u,0)|B(u, t)|∆u

]
x2(t)

+
[
e	δ(t,0)+ e	δ(t,0)µ(t)|a(t)|+µ(t)e	δ(t,0)

Z t

0
|B(t,s)|∆s

]Z t

0
|B(t,s)|x4/3(s)∆s

−ν

Z t

0
e	δ(t,0)|B(t,s)|x2(s)∆s.

To further simplify the above inequality we make use of Young’s inequality, which says for
any two nonnegative real numbers w and z, we have

wz ≤ we

e
+

z f

f
, with 1/e+1/ f = 1.

Thus, for e = 3/2 and f = 3, we getZ t

0
|B(t,s)|x4/3(s)∆s =

Z t

0
|B(t,s)|1/3|B(t,s)|2/3x4/3(s)∆s

≤
Z t

0

( |B(t,s)|
3

+
2
3
|B(t,s)|x2(s)

)
∆s.
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Hence, the above inequality simplifies to

V̇ (t,x) ≤
[
2a(t)+µ(t)a2(t)+ e	δ(t,0)µ(t)|a(t)|

Z t

0
|B(t,s)|∆s

+ e	δ(t,0)
Z t

0
|B(t,s)|∆s+ν

Z
∞

σ(t)
e	δ(u,0)|B(u, t)|∆u

]
x2(t)

+
[
−ν+

2
3

(
1+µ(t)|a(t)|+µ(t)

Z t

0
|B(t,s)|∆s

)]Z t

0
e	δ(t,0)|B(t,s)|x2(s)∆s

+
1
3

(
1+µ(t)|a(t)|+µ(t)

Z t

0
|B(t,s)|∆s

)Z t

0
|B(t,s)|∆s e	δ(t,0).

Multiplying and dividing the above inequality by 1 + µ(t) and then applying conditions
(3.5), (3.6) and (3.8), V̇ (t,x) reduces to

V̇ (t,x) ≤
−x2(t)− 1

4
R t

0 |B(t,s)|e	δ(t,0)x2(s)∆s−L(1	δ)e	δ(t,0)
1+µ(t)

.

By taking W1 = W2 = W4 = x2(t), W3 = W5 = x2(s), λ1 = λ2 = 1, λ3 = 1
4 , φ1(t,s) =

ν
R

∞

t e	δ(u,0)|B(u,s)|∆u, and φ2(t,s) = e	δ(t,0)|B(t,s)|, we see that conditions (3.1) and
(3.2) of Theorem 3.4 are satisfied. Next we make sure condition (3.3) holds. Use (3.7) to
obtain

W2(|x|)−W4(|x|)+
Z t

0
(φ1(t,s)W3(|x|)−φ2(t,s)W5(|x(s)|))∆s

= x2(t)− x2(t)+
Z t

0

(
ν

Z
∞

t
e	δ(u,0)|B(u,s)|∆u− e	δ(t,0)|B(t,s)|

)
x2(s)∆s ≤ 0.

and hence condition (3.3) is satisfied and an application of Theorem 3.4 and Remark 3.6
yield the results.

The next theorem is a direct consequence of Theorem 3.4.

Theorem 3.9. Suppose the hypothesis of Theorem 3.4 hold except the condition λ1 is non-
decreasing is replaced by

there exists a positive constant γ < M such that λ1(t)≥ e	γ(t,0),∀t ≥ t0 ≥ 0,

then the zero solution of (1.1) is exponentially asymptotically stable.

Proof. The proof is nearly identical to the proof of Theorem 3.4. It follows from the last
inequality in the proof of Theorem 3.4 that

||x|| ≤ W−1
1

{
1

λ1(t0)

[
λ2(t0)W2(|φ|)+λ2(t0)W3(|φ|)

Z t0

0
φ1(t0,s)∆s+L

]
e	M(t, t0)

}
≤ W−1

1

{[
λ2(t0)W2(|φ|)+λ2(t0)W3(|φ|)

Z t0

0
φ1(t0,s)∆s+L

]
eγ	M(t, t0)

}
for all t ≥ t0. This completes the proof.
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Remark 3.10. If λ2(t) is uniformly bounded for all t ≥ 0 and limsup
t→∞

R t
0 φ1(t,s)∆s≤B, where

B is a constant, then the zero solution is uniformly exponentially asymptotically stable.

We assert that Theorem 3.8 can be easily generalized to handle scalar nonlinear Volterra
integro-dynamic equations of the form

x∆ = a(t)x(t)+ e	δ(t,0)
Z t

0
B(t,s) f (s,x(s))∆s,

where | f (t,x(t))| ≤ x2/3(t) + M, for some positive constant M. For the next theorem we
consider the scalar Volterra integro-dynamic equation

x∆(t) = a(t)x(t)+
Z t

0
B(t,s) f (s,x(s))∆s+g(t,x(t)) (3.10)

where t ≥ 0, x(t) = φ(t) for 0≤ t ≤ t0, φ(t) is a given bounded continuous initial function,
a(t) is continuous for t ≥ 0 and B(t,s) is is right-dense continuous for 0 ≤ s ≤ t < ∞. We
assume f (t,x) and g(t,x) are continuous in x and t, f (t,0) = g(t,0) = 0 and satisfy

|g(t,x)| ≤ γ1(t)+ γ2(t) |x(t)|,

| f (t,x)| ≤ γ(t) |x(t)|,
where γ(t) and γ2(t) are positive and bounded, and γ1(t) is nonnegative and bounded.
For the next theorem we need the identity

|x(t)|∆ =
x(t)+ xσ(t)
|x(t)|+ |xσ(t)|

x∆(t).

Its proof can be found in [7].
We need to have the following result to prove Theorem 3.12.

Theorem 3.11. Assume D ⊂ Rn containing the origin and there exists a type I Lyapunov
functional V : [0,∞)×D → [0,∞) such that for all (t,x) ∈ [0,∞)×D:

λ1‖x‖p ≤V (t,x), (3.11)

V̇ (t,x)≤ −λ2V (t,x)−L(ε	δ)e	δ(t,0)
1+ εµ(t)

; (3.12)

where λ1,λ2, p > 0,δ > 0,L ≥ 0 are constants and 0 < ε < λ2. Then the zero solution of
equation (1.1) is exponentially asymptotically stable.

Proof. For any initial time t0 ≥ 0, let x be the solution of (1.1) with x(t0) = φ. Define ε such
that 0 < ε < min{λ2,δ}. Since ε ∈ R +, eε(t,0) is well defined and positive. We obtain by
Theorem 2.4 (vi)

[V (t,x(t))eε(t, t0)]∆
(2.1)= V̇ (t,x(t))eσ

ε (t, t0)+ εV (t,x(t))eε(t, t0),
(3.12)
≤

(
−λ2V (t,x(t))−L(ε	δ)e	δ(t,0)

)
eε(t, t0)+ εV (t,x(t))eε(t, t0),

= eε(t, t0)[εV (t,x(t))−λ2V (t,x(t))−L(ε	δ)e	δ(t,0)]
≤ −L(ε	δ)eε(t, t0)e	δ(t,0)

(2.4)= −L(ε	δ)eε	δ(t,0)eε(0, t0).
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Integrating both sides from t0 to t, we obtain from Theorem 2.5 (i), (ii)

V (t,x(t))eε(t, t0) ≤ V (t0,φ)−Leε(0, t0)
Z t

t0
(ε	δ)eε	δ(s,0)∆s

= V (t0,φ)−Leε(0, t0)eε	δ(t,0)+Leε(0, t0)eε	δ(t0,0)
≤ V (t0,φ)+Leε(0, t0)eε	δ(t0,0)
= V (t0,φ)+Le	δ(t,0)
≤ V (t0,φ)+L.

and so by Theorem 2.5 (i) and (ii)

V (t,x(t)) ≤ [V (t0,φ)+L]e	ε(t, t0).

Using (3.11) and Theorem 2.5, we obtain

||x|| ≤ { 1
λ1
}1/p

[
V (t0,φ)+L]1/p[e	ε(t, t0)]1/p for all t ≥ t0.

This completes the proof.

For the next theorem we will need to compute |x(t)|4. For such a reference we refer the
reader to either [1] or [7].

Theorem 3.12. Suppose there exist constants k > 1 and ε,α with 0 < ε < α such that[
a(t)+ γ2(t)+ k

Z
∞

σ(t)
|B(u, t)|∆uγ(t)

]
(1+ εµ(t))≤−α < 0

where k = 1+ζ for some ζ > 0. Suppose

(1+µ(t)ε)|B(t,s)| ≥ λ

Z
∞

t
|B(u,s)|∆u

where λ ≥ kα

ζ
, 0 ≤ s < t ≤ u < ∞,

Z t0

0

Z
∞

t0
|B(u,s)|∆uγ(s)∆s ≤ ρ < ∞ for all t0 ≥ 0,

and for some positive constants L and δ with δ > ε,

γ1(t)(1+ εµ(t))≤−L(ε	δ)e	δ(t,0).

Then the zero solution of (3.10) are exponentially asymptotically stable.

Proof. Define

V (t,x(.)) = |x(t)|+ k
Z t

0

Z
∞

t
|B(u,s)|∆u| f (s,x(s))|∆s.
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Along the solutions of (3.10) we have

V̇ (t,x) =
x(t)+ xσ(t)
|x(t)|+ |xσ(t)|

x∆(t)+ k
Z

∞

σ(t)
|B(u, t)|∆u| f (t,x(t))|− k

Z t

0
|B(t,s)|| f (s,x(s))|∆s

≤ a(t)|x(t)|+
Z t

0
|B(t,s)|| f (s,x(s))|∆s+ |g(t,x(t))|

+k
Z

∞

σ(t)
|B(u, t)|∆u| f (t,x(t))|− k

Z t

0
|B(t,s)|| f (s,x(s))|∆s

≤
[
a(t)+ γ2(t)+ k

Z
∞

σ(t)
|B(u, t)|∆uγ(t)

]
|x(t)|

+(1− k)
Z t

0
|B(t,s)|| f (s,x(s))|∆s+ γ1(t)

=
[
a(t)+ γ2(t)+ k

Z
∞

σ(t)
|B(u, t)|∆uγ(t)

]
|x(t)|1+µ(t)ε

1+µ(t)ε

− ζ(1+µ(t)ε)
Z t

0
|B(t,s)|| f (s,x(s))|∆s

1
1+µ(t)ε

+(1+µ(t)ε)γ1(t)
1

1+µ(t)ε

≤ −α|x(t)| 1
1+µ(t)ε

−ζλ

Z t

0

Z
∞

t
|B(u,s)|∆u| f (s,x(s))|∆s

1
1+µ(t)ε

− L(ε	δ)e	δ(t,0)
1+µ(t)ε

= −α

[
|x(t)|+ k

Z t

0

Z
∞

t
|B(u,s)|∆u| f (s,x(s))|∆s

] 1
1+µ(t)ε

− L(ε	δ)e	δ(t,0)
1+µ(t)ε

=
−αV (t,x)−L(ε	δ)e	δ(t,0)

1+µ(t)ε
.

The results follow from Theorem 3.11.

Remark 3.13. If V (t0,φ) is uniformly bounded, then the zero solution of (3.10) is uniformly
exponentially asymptotically stable.

In the next theorem we establish sufficient conditions that guarantee the boundedness
of all solutions of the vector Volterra integro-dynamic equation

x∆ = Ax(t)+
Z t

0
C(t,s)x(s)∆s, (3.13)

where t ≥ 0, x(t) = φ(t) for 0 ≤ t ≤ t0, φ(t) is a given bounded continuous initial k× 1
vector function. Also, A and C(t,s) are k×k matrix with C(t,s) being continuous on T×T,
x is k×1 vector functions that are continuous for t ∈ T. If D is a matrix, then |D| means the
sum of the absolute values of the elements. For what to follow we write x for x(t).

Theorem 3.14. Suppose CT (t,s) = C(t,s). Let I be the k× k identity matrix. Assume there
exist positive constants L,ν,ξ,β1,β2,λ3 and k× k positive definite constant symmetric ma-
trix B such that [

AT B+BA+µ(t)AT BA
]
≤−ξI, (3.14)[

−ξ+
Z t0

0
|B||C(t,s)|∆s+µ(t)

Z t

0
|AT B||C(t,s)|∆s+ν

Z
∞

σ(t)
|C(u, t)|∆u

]
(1+µ(t)λ3)≤−β1,

(3.15)
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|B|−ν+µ(t)

(
|AT B|+

Z t

0
|C(t,s)|∆s

)]
(1+µ(t)λ3)≤−β2, (3.16)

|C(t,s)| ≥ ν

Z
∞

σ(t)
|C(u,s)|∆u, (3.17)

Z t

0

Z
∞

t
|C(u,s)|∆u∆s < ∞,

Z t

0
|C(t,s)|∆s < ∞,

and there exists an r1 ∈ (0,1] such that

r1xT x ≤ xT Bx ≤ xT x. (3.18)

Then the zero solution of (3.13) is exponentially asymptotically stable.

Proof. Let the matrix B be defined by (3.14) and define

V (t,x) = xT Bx+ν

Z t

0

Z
∞

t
|C(u,s)|∆ux2(s)∆s.

Here xT x = x2 = (x2
1 + x2

2 + · · ·+ x2
k). Using the product rule given in (2.1) we have along

the solutions of (3.13) that

V̇ (t,x) = (x∆)T Bx+(xσ)T Bx∆−ν

Z t

0
|C(t,s)|x2(s)∆s

+ ν

Z
∞

σ(t)
|C(u, t)|∆ux2

= (x∆)T Bx+(x+µ(t)x∆)T Bx∆−ν

Z t

0
|C(t,s)|x2(s)∆s

+ ν

Z
∞

σ(t)
|C(u, t)|∆ux2

= (x∆)T Bx+ xT Bx∆ +µ(t)(x∆)T Bx∆

− ν

Z t

0
|C(t,s)|x2(s)∆s+ν

Z
∞

σ(t)
|C(u, t)|∆ux2 (3.19)

Substituting the right hand side of (3.13) for x∆ into (3.19) and making use of (3.14) we
obtain

V̇ (t,x) =
[
Ax+

Z t

0
C(t,s)x(s)∆s

]T
Bx+ xT B

[
Ax+

Z t

0
C(t,s)x(s)∆s

]
+ µ(t)

[
Ax+

Z t

0
C(t,s)x(s)∆s

]T
B
[
Ax+

Z t

0
C(t,s)x(s)∆s

]
− ν

Z t

0
|C(t,s)|x2(s)∆s+ν

Z
∞

σ(t)
|C(u, t)|∆ux2. (3.20)

By noting that the right side of (3.20) is scalar and by recalling that B is a symmetric matrix,
expression (3.20) simplifies to

V̇ (t,x) = xT
(

AT B+BA+µ(t)AT BA
)

x+2
Z t

0
xT BC(t,s)x(s)∆s

+ µ(t)
[
2xT AT B

Z t

0
C(t,s)x(s)∆s+

Z t

0
xT (s)C(t,s)∆s B

Z t

0
C(t,s)x(s)∆s

]
− ν

Z t

0
|C(t,s)|x2(s)∆s+ν

Z
∞

σ(t)
|C(u, t)|∆ux2
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≤ −ξx2 +2
Z t

0
|xT ||B||C(t,s)||x(s)|∆s

+ µ(t)
[
2

Z t

0
|xT ||AT B||C(t,s)||x(s)|∆s

+
Z t

0
xT (s)C(t,s) B ∆s

Z t

0
C(t,s)x(s)∆s

]
− ν

Z t

0
|C(t,s)|x2(s)∆s+ν

Z
∞

σ(t)
|C(u, t)|∆ux2. (3.21)

Next, we perform some calculations to simplify inequality (3.21).

2
Z t

0
|xT ||B||C(t,s)||x(s)|∆s ≤

Z t

0
|B||C(t,s)|(x2 + x2(s))∆s,

2
Z t

0
|xT ||AT B||C(t,s)||x(s)|∆s ≤

Z t

0
|AT B||C(t,s)|(x2 + x2(s))∆s.

Finally, Z t

0
xT (s)C(t,s)∆s B

Z t

0
C(t,s)x(s)∆s

≤ |B| |
Z t

0
xT (s)C(t,s)∆s||

Z t

0
C(t,s)x(s)∆s|

≤ |B|
(Z t

0
xT (s)C(t,s)∆s

)2/
2+ |B|

(Z t

0
C(t,s)x(s)∆s

)2/
2

= |B|
(Z t

0
C(t,s)x(s)∆s

)2

= |B|
(Z t

0
|C(t,s)|

1
2 |C(t,s)|

1
2 |x(s)|∆s

)2

≤ |B|
Z t

0
|C(t,s)|∆s

Z t

0
|C(t,s)|x2(s)∆s.

A substitution of the above inequalities into (3.21) yields

V̇ (t,x) ≤
[
−ξ+

Z t

0
|B||C(t,s)|∆s+µ(t)

Z t

0
|AT B||C(t,s)|∆s+ν

Z
∞

σ(t)
|C(u, t)|∆u

]
x2

+
[
|B|−ν+µ(t)

(
|AT B|+ |B|

Z t

0
|C(t,s)|∆s

)]Z t

0
|C(t,s)|x2(s)∆s.

Multiplying and dividing the above inequality by 1 + µ(t)λ3 and then applying conditions
(3.15) and (3.16), V̇ (t,x) reduces to

V̇ (t,x) ≤
−β1x2−β2

R t
0 |C(t,s)|x2(s)∆s

1+µ(t)λ3
,

By taking W1 = r1xT x,W2 = xT Bx, W4 = xT x, W3 = W5 = x2(s), λ1 = λ2 = 1 and λ3 =
min{β1,β2}, φ1(t,s) = ν

R
∞

t |C(u,s)|∆u, and φ2(t,s) = |C(t,s)|, we see that conditions
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(3.1) and (3.2) of Theorem 3.4 are satisfied. Next we make sure condition (3.3) hold. Using
(3.17) and (3.18) we obtain

W2(|x|)−W4(|x|)+
Z t

0
(φ1(t,s)W3(|x|)−φ2(t,s)W5(|x(s)|))∆s

= xT Bx− xT x+
Z t

0

(
ν

Z
∞

t
|C(u,s)|∆u−|C(t,s)|

)
x2(s)∆s ≤ 0.

Thus condition (3.3) is satisfied with γ = 0. An application of Theorem 3.4 yields the results.

Remark 3.15. It is worth mentioning that Theorem 4.3 is new when T = R.
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