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Abstract. The paper is concerned with a class of nonlinear time-varying re-

tarded integro-differential equations (RIDEs). By the Lyapunov–Krasovskĭı
functional method, two new results with weaker conditions related to uniform

stability (US), uniform asymptotic stability (UAS), integrability, boundedness,

and boundedness at infinity of solutions of the RIDEs are given. For illustrative
purposes, two examples are provided. The study of the results of this paper

shows that the given theorems are not only applicable to time-varying linear

RIDEs, but also applicable to time-varying nonlinear RIDEs.

1. Introduction. RIDEs appear as mathematical models of numerous scientific
and engineering problems. Essentially, many applications related to science and
engineering are expressed by RIDEs (see [2, 3, 10–12, 23, 29, 40, 58] and the bibli-
ographies therein). For instance, population growth models, mathematical models
of biological species living together, mathematical models of heat transfer and ra-
diation, standard closed electric RLC circuits, etc., can be described by RIDEs.
For these reasons, various qualitative properties of solutions such as stability, US,
UAS, instability, convergence, etc. of solutions of RIDEs attracted more and more
attention of researchers. Now, there is a large number of works dealing with the
investigation of these properties of solutions of RIDEs (see, in particular, [2–5, 11,
12, 18, 19, 22, 23, 25, 29, 30, 32, 33, 35, 37, 38, 40, 43–60] and the bibliography therein).
However, to the authors’ best knowledge, there are few works on the same con-
cepts for nonlinear RIDEs with time-varying delays (see [19] and the bibliography
therein). In reality, such qualitative properties of that kind of RIDEs can appear
in many scientific problems representing processes whose speeds are defined not
only by the present, but also by the previous states (for example, see [10, 11] and
the bibliography therein). Therefore, it becomes apparent that an investigation of
qualitative properties of RIDEs with time-varying delays is of importance.
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Now, we would like to summarize and recall some related studies on the qualita-
tive properties of various RIDEs. Funakubo et al. [21] gave a necessary and sufficient
condition for uniform asymptotic stability of the zero solution of the scalar linear
integro-differential equation of Volterra type with constant delay

x′(t) = ax(t)− b
∫ t

t−h
x(s)ds.

Here, the result on asymptotic stability was proved using root analysis of the char-
acteristic equation associated to the integro-differential equation. Then, Matsunaga
and Suzuki [31] obtained necessary and sufficient conditions for asymptotic stability
of the trivial solution of the scalar system with constant delay

x′(t) = −ax(t)− b
∫ t

t−r
y(s)ds, y′(t) = −c

∫ t

t−r
x(s)ds− ax(t).

The proof of the main result of [31] was given by an analysis of the locations of roots
of the associated characteristic equation of this system. Later, Ngoc [36] dealt with
the problem of exponential stability of linear differential systems of the form

x′(t) = A0x(t) +

m∑
i=1

Aix(t− hi) +

∫ 0

−h
B(s)x(t+ s)ds

and a similar problem for the same equation in the variable delay case. The proofs of
the main results of [36] were based on spectral properties of Metzler matrices while
the Lyapunov function method was utilized. Similarly, in Ngoc [34], some results on
exponential stability of solutions of a certain linear integro-differential equation were
obtained. Raffoul and Ünal [39] considered the linear integro-differential equation
of Volterra type with constant delay

x′(t) = Px(t)−
∫ t

t−r
C(t, s)g(x(s))ds.

By employing a Lyapunov functional, conditions for stability of the zero solution
of this equation were obtained. Very recently, Tian et al. [42] were concerned with
the delay-dependent stability analysis of linear systems with constant delay of the
form

x′(t) = Ax(t) +Bx(t) + C

∫ t

t−h
x(s)ds.

In [42], first, based on an integral equality, a new integral inequality was obtained.
Then, to show the effectiveness of the new integral inequality, a new delay-dependent
stability criterion was derived in terems of linear matrix inequalities for that integro-
differential equation. Furthermore, exponential stability, asymptotic stability, Lya-
punov stability and instability of solutions on the semi-axis in the Lebesgue sense,
which presents the sort of suitable spaces of the right-hand sides and solutions, were
studied in the monograph [6]. When we look at the classical monograph [28], the
analysis concept is actually based on the use of the so-called monotone technique,
which is an alternative to [11, Theorem 1]. The study methods of nonlinear systems
on the basis of positivity of a resolvent operator for the linear part of the systems
were presented in the monographs [26, 27]. The monotone technique, or, in other
terminology, the positivity-based approach, was developed in the books [1, 20, 41]
(see also [24, 36]). In these monographs, general linear operators acting from the
space of continuous operators to the space of Lp, 1 ≤ p ≤ ∞, were considered
instead of the linear combination of deviation and integral operators, and only the
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properties of these operators were assumed. In the papers [7, 13, 14], positivity of
resolvent operators to the linear system

dx

dt
= A(t)x(t) +

N∑
k=1

Bk(t)x(t− hk(t))

was obtained. This case allows to avoid the assumption on existence of zero delay in
the matrix A(t) with negative main diagonal. In this case, it is also very importatnt
that a stabilization is achieved by the delay feedback control, and in the control de-
vices of various technological models, delay naturally appears. For some conditions
such as on the entries of the matrix A(t), we refer the readers to [7–9,13–16]. In the
book of Agarwal et al. [1], the authors consider the system of functional differential
equations

x′i(t) +

n∑
j=1

(Bijxj)(t) = fi(t), t ∈ [0, ω], i = 1, 2, . . . , n,

where x = col(x1, x2, . . . , xn), Bij : C[0, ω] → L1[0, ω] or Bij : C[0, ω] → L∞[0, ω],
i, j = 1, 2, . . . , n, are linear continuous operators and C[0, ω], L1[0, ω], and L∞[0, ω]
are the spaces of continuous, integrable, and essentiall bounded functions from [0, ω]
to R, respectively. It should be noted that the operators Bij : C→ L∞ can be, for
example, of the forms∫ t

0

y(s)dsr(t, s),

∫ t

0

Ωij(t, s)y(s)ds, σ(t)y(t− τ(t)).

Their linear combinations and superpositions are also allowed. Agarwal et al. [1]
proved an interesting and important result, [1, Theorem 16.3], with respect to the
above system of functional differential equations. In [1, Theorem 16.3], it is assumed
that the nondiagonal operators Bij , i, j = 1, 2, . . . , n, i 6= j, are negative. It is
proved that for every bounded right-hand side f , the solution x is bounded on the
semi-axis [0,∞). Moreover, the Cauchy matrix satisfies an exponential estimate,
i.e., there exist positive constants α and N such that

0 ≤ Cij(t, s) ≤ N exp(−α(t− s)), 0 ≤ s ≤ t <∞, i, j = 1, 2, . . . , n.

More interesting and related results are given in [1, Theorem 16.3]. Next, we should
mention that in applications to stablization, namely the case when feedback delay
control can stabilize the unstable system of ordinary differential equations

x′i(t) =

n∑
j=1

aijxj(t)

or integro-differential equations

x′i(t) =

n∑
j=1

aijxj(t) +

∫ t

t−τ(t)

Ω(t, s)xj(s)ds,

is interesting (see [17]). In our results concerning (1), there are consistencies with
respect to the facts, but they are not of direct relevance to the results presented
here. Next, we note that the nonlinear system of RIDEs (2) considered here is
different from the integro-differential equations in [43–51]. In [43–51], some integro-
differential equations have constant delay(s), some equations are without delay,
some of them have scalar forms, and some other ones are in the form of systems. In
the papers [43–51], the considered equations do not include any variable delay and
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terms such as BF (x(t− τ(t))) and
∫ t
t−τ(t)

Ω(t, s)F (x(s))ds. This fact shows that the

nonlinear system of RIDEs (2) improves the results in [43–51] for some particular
cases. This is an improvement from the cases without delay and the cases with
constant delay to the case of variable delay. Sometimes, system (2) can include the
equations in [43–51] for some particular cases. The Lyapunov–Krasovskĭı functional
considered in this paper is different from those used in [43–51].

From this point, we recall a related work of Du [19]. In 1995, Du [19] considered
the system of linear Volterra RIDEs

dx

dt
= Ax+Bx(t− τ(t)) +

∫ t

t−τ(t)

Ω(t, s)x(s)ds, (1)

in which x ∈ Rn, t ∈ [0,∞), τ is a nonnegative and differentiable variable retarda-
tion, A ∈ Rn×n, B ∈ Rn×n, and Ω ∈ C(R+ × R+,Rn×n). Du [19] constructed a
Lyapunov–Krasovskĭı functional for the system of RIDEs (1). Then, Du [19] proved
a theorem on the UAS of the zero solution of the system of RIDEs (1) by help of
that functional.

In this work, motivated by the system of RIDEs (1), the results of Du [19] and
that in the bibliography of this paper, as an alternative to the system of RIDEs (1),
we take into consideration a nonlinear system of RIDEs of the form

dx

dt
= A(t)x+BF (x(t− τ(t))) +

∫ t

t−τ(t)

Ω(t, s)F (x(s))ds+G(t, x), (2)

i.e.,

dxi
dt

=

n∑
j=1

aij(t)xj +

n∑
j=1

bijFj(x(t− τ(t)))

+

n∑
j=1

∫ t

t−τ(t)

Ωij(t, s)Fj(x(s))ds+Gi(t, x),

where x ∈ Rn, t ∈ R+ := [0,∞), τ ∈ C1(R+,R+), A = (aij) ∈ C(R+,Rn×n), and
Ω = (Ωij) ∈ C(R+ × R+,Rn×n), B = (bij) ∈ Rn×n, F ∈ C(Rn,Rn), F (0) = 0, and
G ∈ C(R+ × Rn,Rn). In applications, typically linear nonsingular kernels Ω are
used.

Let x(t) = x(t, t0, φ) be a solution of the system of RIDEs (2) on [t0−τ0, t0], t0 ≥
0, maxt≤t0 τ(t) ≤ τ0, such that x(t) = φ(t) on [t0−τ0, t0], where φ : [t0−τ0, t0]→ Rn
is a continuous initial function.

In this article, the US and UAS of zero solution, integrability and boundedness
of solutions of the system of nonlinear RIDEs (2) are discussed when G(t, x) = 0.
Further, boundedness of solutions at infinity is discussed when G(t, x) 6= 0. To
reach the aim of this article, a suitable Lyapunov–Krasovskĭı functional is defined
to discuss these properties of solutions of the system of nonlinear RIDEs (2). The
contributions of this article to the relevant literature can be explained as follows. It
can be seen that the system of RIDEs (1) is linear. However, the system of RIDEs
(2) has a nonlinear form. That is, the system of RIDEs (2) includes and improves
the system of RIDEs (1). Thus, we extend and improve the results related to RIDEs
(1) from the linear case to the nonlinear case such as (2). By this extension and
improvement, this work has a contribution to the topic. Next, Du [19] discussed
the UAS of the zero solution of the system of linear RIDEs (1). In addition to
this qualitative property, we also study the integrability of solutions, boundedness
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of solutions, and boundedness of solutions at infinity of the system of nonlinear
RIDEs (2). Moreover, in (1), A is a constant matrix, while in (2), A is allowed to
depend on time. Finally, Du [19] did not give any example in a particular choice
which satisfies the assumptions of [19, Theorem 2]. In this article, we present two
specific examples, which confirm the applicability of the results of this article.

2. Preliminaries. We now begin with the following basic information. Let us
consider the general nonautonomous retarded differential equation

dx

dt
= F (t, xt), (3)

where F : (−∞,∞)× C → Rn is a continuous mapping with F (t, 0) = 0 and takes
bounded sets into bounded sets. For some r > 0, C = C([−r, 0],Rn) denotes the
space of continuous functions φ : [−r, 0]→ Rn, r > 0. For any a ≥ 0, some t0 ≥ 0,
and x ∈ C([t0 − r, t0 + a],Rn), we have xt = x(t + φ) for −r ≤ θ ≤ 0 and t ≥ t0.
Let x ∈ Rn. The norm ‖·‖ is defined by

‖x‖ =

n∑
i=1

|xi| .

Next, let A ∈ Rn×n. Then, ‖A‖ is defined by

‖A‖ = max
1≤j≤n

n∑
i=1

|aij |.

In this article, without loss of generality and mention, sometimes in place of x(t),
we will write x. For any φ ∈ C, let

‖φ‖C = sup
θ∈[−r,0]

‖φ(θ)‖ = ‖φ(θ)‖[−r,0]

and

CH = {φ : φ ∈ C and ‖φ‖C ≤ H <∞} .
Throughout this article, it is assumed that the function F also fulfills the condition
of the uniqueness of solutions of (3). It should be noted that the system of RIDEs
(2) is a particular case of (3).

Assume that x(t, t0, φ) = x(t) is a solution of (3) on [t0 − r, t0], t0 ≥ 0 with
x(t) = φ(t) for t ∈ [t0 − r, t0], where φ : [t0 − r, t0] → Rn represents an initial
continuous function. Let

V1 : R+ × CH → R+

be a continuous functional in t and φ with V1(t, 0) = 0. Further, let d
dtV1(t, x)

denote the derivative of V1(t, x) on the right through any solution x of (3).

Theorem 2.1 (Burton [10, Theorem 4.2.9]). Assume that

(A1) The functional V1(t, x) is locally Lipschitz in x, i.e., for every compact S ⊂ Rn
and γ > t0, there exists Kγs ∈ R with Kγs > 0 such that

|V1(t, x)− V1(t, y)| ≤ Kγs ‖x− y‖[t0−r,t]
for all t ∈ [t0, γ] and x, y ∈ C([t0 − r, t0], S).

(A2) Let Z : R+ × CH → R+ be a functional that is one-sided locally Lipschitz in
t, i.e.,

|Z(t2, φ)− Z(t1, φ)| ≤ K(t2 − t1), 0 < t1 < t2 <∞, K > 0, φ ∈ CH .
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(A3) There are four strictly increasing functions ω, ω1, ω2, ω3 : R+ → R+ with value
0 at 0 such that

ω(‖φ(0)‖) + Z(t, φ) ≤ V1(t, φ) ≤ ω1(‖φ(0)‖) + Z(t, φ),

Z(t, φ) ≤ ω2(‖φ‖C),

and

d

dt
V1(t, x) ≤ −ω3(‖x(t)‖)

whenever t ∈ R+ and x ∈ CH .

Then, the trivial solution of (3) is uniformly asymptotic stable.

3. UAS, integrability, boundedness. In the system of RIDEs (2), let G(t, x) =
0, i.e., we consider

dx

dt
= A(t)x+BF (x(t− τ(t))) +

∫ t

t−τ(t)

Ω(t, s)F (x(s))ds. (4)

We make the following hypotheses to state our first result.

(C1) There exist k0 ∈ (0, 1] and L > 0 such that

F (0) = 0, ‖F (x)− F (y)‖ ≤ k0 ‖x− y‖ for all x, y ∈ Rn,∫ ∞
t

‖Ω(u, s)‖du ≤ L <∞ for all t0 ≤ s ≤ t.

(C2) There exist di > 0, i = 1, . . . , n, and δ, η, µ > 0 such that, for all t ≥ t0,

diaii(t) +

n∑
j=1,j 6=i

dj |aji(t)| ≤ −δ,

δ − µk0

∫ ∞
t

‖Ω(u, t)‖ du ≥ η,

µ(1− τ ′(t))
∫ ∞
t

‖Ω(u, t− τ(t))‖ du ≥ β2

k0
‖B‖ ,

0 < β2 ≤ µ, where β2 := max{di : i = 1, . . . , n},

and

0 ≤ τ(t) ≤ 1− β2 ‖B‖
k0L

+ τ(0) =: τ∗.

Theorem 3.1. The zero solution of the system of RIDEs (4) is uniformly asymp-
totically stable if hypotheses (C1) and (C2) hold. Furthermore, under the same
hypotheses, the solutions of the system of RIDEs (4) are integrable in the sense of
Lebesgue on the interval [0,∞). In particular, the solutions of the system of RIDEs
(4) are bounded.

Proof. Consider the Lyapunov–Krasovskĭı functional V2 = V2(t, x) defined by

V2(t, x) := ‖Dx(t)‖+ µ

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du ‖F (x(s))‖ ds, (5)

where D = diag[d1, . . . , dn] and µ, d1, . . . , dn > 0. From this point, we see that the
functional V2(t, x) satisfies the relations

V2(t, 0) = 0 and ‖Dx(t)‖ ≤ V2(t, x).
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Next, it follows that

|V2(t, x)− V2(t, y)| ≤ |‖Dx(t)‖ − ‖Dy(t)‖|

+ µ

∣∣∣∣∣
∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du [‖F (x(s))‖ − ‖F (y(s))‖] ds

∣∣∣∣∣
≤ |‖Dx(t)‖ − ‖Dy(t)‖|

+ µ

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖du |‖F (x(s))‖ − ‖F (y(s))‖|ds

≤
n∑
i=1

di |xi(t)− yi(t)|

+ µ

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du ‖F (x(s))− F (y(s))‖ds

≤β2 ‖x(t)− y(t)‖

+ µk0

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du ‖x(s)− y(s)‖ds

≤β2 ‖x(t)− y(t)‖+ µk0Lτ(t) sup
t−τ(t)≤s≤t

‖x(s)− y(s)‖

≤(β2 + µk0Lτ
∗) sup
t−τ∗≤s≤t

‖x(s)− y(s)‖

=K sup
t−τ∗≤s≤t

‖x(s)− y(s)‖ ,

where K := β2 + µk0Lτ
∗. As a consequence of this result, the functional V2(t, x)

satisfies the local Lipschitz condition in x. Hence, (A1) from Theorem 2.1 is satisfied.
Let

β1 := min{di : i = 1, . . . , n}
and

Z(t, x) := µ

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du ‖F (x(s))‖ ds.

Then, it therefore follows, using these statements, the functional V2, and hypotheses
(C1) and (C2), that

Z(t2, x)− Z(t1, x) =µ

∫ t2

t2−τ(t2)

∫ ∞
t2

‖Ω(u, s)‖ du ‖F (x(s))‖ ds

− µ
∫ t1

t1−τ(t1)

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ ds.

For the next step, we add and subtract the term

µ

∫ t2−τ(t2)

t1−τ(t1)

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ds

to the last equation. We then get

Z(t2, x)− Z(t1, x) =µ

∫ t2

t2−τ(t2)

∫ ∞
t2

‖Ω(u, s)‖du ‖F (x(s))‖ds

+ µ

∫ t2−τ(t2)

t1

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ ds
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− µ
∫ t2−τ(t2)

t1−τ(t1)

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ ds

≤µ
∫ t2

t2−τ(t2)

∫ ∞
t1

‖Ω(u, s)‖du ‖F (x(s))‖ds

+ µ

∫ t2−τ(t2)

t1

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ ds

=µ

∫ t2

t1

∫ ∞
t1

‖Ω(u, s)‖ du ‖F (x(s))‖ ds

≤µk0L

∫ t2

t1

‖x(s)‖ ds

≤µk0LM(t2 − t1),

where

M := sup
t1≤s≤t2

‖x(s)‖ and 0 < t1 < t2 <∞.

Hence, (A2) from Theorem 2.1 is satisfied. Next,

β1 ‖x(t)‖+ Z(t, x) ≤ V2(t, x) ≤ β2 ‖x(t)‖+ Z(t, x) (6)

and

Z(t, x) =µ

∫ t

t−τ(t)

∫ ∞
t

‖Ω(u, s)‖ du ‖F (x(s))‖ ds

≤µLk0

∫ t

t−τ(t)

‖x(s)‖ ds

≤µLk0τ(t) sup
t−τ(t)≤s≤t

‖x(s)‖

≤µτ∗Lk0 ‖x(s)‖[t−τ∗,t] .

Moreover, by the functional V2(t, x) in (5), differentiating gives

d

dt
V +

2 (t, x) =
n∑
i=1

dix
′
i(t) sgnxi(t+ 0) + µ ‖F (x(t))‖

∫ ∞
t

‖Ω(u, t)‖ du

− µ(1− τ ′(t)) ‖F (x(t− τ(t)))‖
∫ ∞
t

‖Ω(u, t− τ(t))‖ du

− µ
∫ t

t−τ(t)

‖F (x(s))‖ ‖Ω(t, s)‖ ds. (7)

Using (4) and assumptions (C1) and (C2), we can now derive

n∑
i=1

di sgnxi(t+ 0)x′i(t) ≤
n∑
i=1

diaii(t) |xi(t)|+
n∑
i=1

n∑
j=1,j 6=i

dj |aji(t)| |xi(t)|

+ β2

n∑
i=1

n∑
j=1

|bij | |Fj(x(t− τ(t)))|

+

∫ t

t−τ(t)

n∑
i=1

n∑
j=1

di |Ωij(t, s)| |Fj(x(s))|ds
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≤
n∑
i=1

diaii(t) +

n∑
j=1,j 6=i

dj |aji(t)|

 |xi(t)|
+ β2 ‖B‖ ‖F (x(t− τ(t)))‖

+ β2

∫ t

t−τ(t)

‖F (x(s))‖ ‖Ω(t, s)‖ds

≤− δ ‖x(t)‖+ β2 ‖F (x(t− τ(t)))‖ ‖B‖

+ β2

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ds. (8)

Thereby, a combination of (7), (8), (C1), and (C2) gives

d

dt
V +

2 (t, x) ≤ −
(
δ − µk0

∫ ∞
t

‖Ω(u, t)‖ du

)
‖x(t)‖

−µ(1− τ ′(t)) ‖F (x(t− τ(t)))‖
∫ ∞
t

‖Ω(u, t− τ(t))‖ du

+β2 ‖B‖ ‖F (x(t− τ(t)))‖ − µ
∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ds

+β2

∫ t

t−τ(t)

‖F (x(s))‖ ‖Ω(t, s)‖ ds

≤ −η ‖x(t)‖ − β2

k0
‖B‖ ‖F (x(t− τ(t)))‖

+β2 ‖B‖ ‖F (x(t− τ(t)))‖+ (β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

= −η ‖x(t)‖+ β2

(
1− 1

k0

)
‖B‖ ‖F (x(t− τ(t)))‖

+(β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

≤ −η ‖x(t)‖+ (β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

≤ −η ‖x(t)‖ .

Hence, (A3) from Theorem 2.1 is satisfied. Altogether, by Theorem 2.1, the zero
solution is therefore UAS. Next, integrating, we obtain

V2(t, x)− V2(t0, φ(t0)) ≤ −η
∫ t

t0

‖x(s)‖ ds for all t ≥ t0.

This shows that

η

∫ t

t0

‖x(s)‖ds ≤ V2(t0, φ(t0))− V2(t, x) ≤ V2(t0, φ(t0)),

from which it immediately follows that∫ t

t0

‖x(s)‖ ds ≤ V2(t0, φ(t0))

η
=: A0 > 0.
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As a consequence, this shows that the solutions of the system of RIDEs (4) are
integrable on [t0,∞). Finally, from the above discussion, it easy to verify that

d

dt
V +

2 (t, x) ≤ 0.

An integration of this inequality gives

V2(t, x)− V2(t0, φ(t0)) ≤ 0 for all t ≥ t0.
Using this relation, ‖Dx(t)‖ ≤ V2(t, x(t)), and β1 = min{di}, we obtain

β1 ‖x(t)‖ ≤ ‖Dx(t)‖ ≤ V2(t, x(t)) ≤ V2(t0, φ(t0)).

Therefore,

‖x(t)‖ ≤ V2(t0, φ(t0))

β1
=: B0 > 0 for all t ≥ t0.

Hence, x is bounded on [t0,∞). This completes the proof.

Remark 1. Instead of the nonlinear system of RIDEs (4), we modify the system
to be of the form

dx

dt
= A(t)x+B(t)x+ CF (x(t− τ(t))) +

∫ t

t−τ(t)

Ω(t, s)F (x(s))ds, (4∗)

where A = (aij) ∈ C(R+,Rn×n) B = (bij) ∈ C(R+,Rn×n), C = (cij) ∈ Rn×n,
and the other functions in (4∗) are defined in the same way as in (4) (see [42]). In
addition to assumption (C1), we assume

(C∗2) There exist di, δi > 0, i = 1, . . . , n, and η, µ > 0 such that, for all t ≥ t0,

aii(t) + bii(t) < 0, di (aii(t) + bii(t)) +

n∑
j=1,j 6=i

dj (|aji(t)|+ |bji(t)|) ≤ −δi,

δ − µk0

∫ ∞
t

‖Ω(u, t)‖du ≥ η, where δ := min{δi : i = 1, . . . , n},

µ(1− τ ′(t))
∫ ∞
t

‖Ω(u, t− τ(t))‖ du ≥ β2

k0
‖C‖ ,

0 < β2 ≤ µ, where β2 := max{di : i = 1, . . . , n},

and

0 ≤ τ(t) ≤ 1− β2 ‖C‖
k0L

+ τ(0) =: τ∗.

Moreover, by the exact same functional V2(t, x) as in (5), differentiating gives (7).
Using (4∗) and assumptions (C1) and (C∗2), we now derive

n∑
i=1

di sgnxi(t+ 0)x′i(t) ≤
n∑
i=1

diaii(t) |xi(t)|+
n∑
i=1

n∑
j=1,j 6=i

dj |aji(t)| |xi(t)|

+

n∑
i=1

dibii(t) |xi(t)|+
n∑
i=1

n∑
j=1,j 6=i

dj |bji(t)| |xi(t)|

+ β2

n∑
i=1

n∑
j=1

|cij | |Fj(x(t− τ(t)))|

+

∫ t

t−τ(t)

n∑
i=1

n∑
j=1

di |Ωij(t, s)| |Fj(x(s))|ds



INTEGRO-DIFFERENTIAL EQUATIONS 649

≤
n∑
i=1

di (aii(t) + bii(t)) +

n∑
j=1,j 6=i

dj (|aji(t)|+ |bji(t)|)

 |xi(t)|
+ β2 ‖C‖ ‖F (x(t− τ(t)))‖

+ β2

∫ t

t−τ(t)
‖F (x(s))‖ ‖Ω(t, s)‖ds

≤−
n∑
i=1

δi |xi(t)|+ β2 ‖F (x(t− τ(t)))‖ ‖C‖

+ β2

∫ t

t−τ(t)
‖Ω(t, s)‖ ‖F (x(s))‖ds

≤− δ ‖x(t)‖+ β2 ‖F (x(t− τ(t)))‖ ‖C‖

+ β2

∫ t

t−τ(t)
‖Ω(t, s)‖ ‖F (x(s))‖ds. (8∗)

Thereby, a combination of (7), (8∗), (C1), and (C∗2) gives

d

dt
V +

2 (t, x) ≤ −
(
δ − µk0

∫ ∞
t

‖Ω(u, t)‖du

)
‖x(t)‖

−µ(1− τ ′(t)) ‖F (x(t− τ(t)))‖
∫ ∞
t

‖Ω(u, t− τ(t))‖du

+β2 ‖C‖ ‖F (x(t− τ(t)))‖ − µ
∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ds

+β2

∫ t

t−τ(t)

‖F (x(s))‖ ‖Ω(t, s)‖ ds

≤ −η ‖x(t)‖ − β2

k0
‖C‖ ‖F (x(t− τ(t)))‖

+β2 ‖C‖ ‖F (x(t− τ(t)))‖+ (β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

= −η ‖x(t)‖+ β2

(
1− 1

k0

)
‖C‖ ‖F (x(t− τ(t)))‖

+(β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

≤ −η ‖x(t)‖+ (β2 − µ)

∫ t

t−τ(t)

‖Ω(t, s)‖ ‖F (x(s))‖ ds

≤ −η ‖x(t)‖ .

Hence, (A3) from Theorem 2.1 is satisfied. Thus, by Theorem 2.1, the zero solution
of (4∗) is UAS.
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Example 1. Consider the system of nonlinear RIDEs(
x′1
x′2

)
=

(
−3− 6e−2t −e−3t

−e−3t −3− 6e−3t

)(
x1

x2

)
+

(
1
16 0
0 1

16

)(
sinx1

(
t− 1

4

)
sinx2

(
t− 1

4

) )

+

∫ t

t− 1
4

(
e−2t+s 0

e−2t+s sin s e−t+s+
1
4 + 2e−2t+s

)(
sinx1(s)
sinx2(s)

)
ds,

(9)

where t ≥ 1
4 . If we compare the system of RIDEs (9) and the system of RIDEs (4),

then we have the relations

A(t) =

(
−3− 6e−2t −e−3t

−e−3t −3− 6e−3t

)
=

(
a11(t) a12(t)
a21(t) a22(t)

)
,

B =

(
1
16 0
0 1

16

)
=

(
b11 b12

b21 b22

)
, τ(t) ≡ 1

4
,

Ω(t, s) =

(
e−2t+s 0

e−2t+s sin s e−t+s+
1
4 + 2e−2t+s

)
=

(
Ω11 Ω12

Ω21 Ω22

)
,

and

F (x) =

(
sinx1

sinx2

)
=

(
F1(x)
F2(x)

)
, where x =

(
x1

x2

)
.

Pick

d1 = d2 = µ = k0 = 1, L = 2 cosh
1

4
, δ = 3, η =

1

2
so that

β1 = β2 = 1.

Clearly, F (0) = 0. Next, using |sin z| ≤ |z| for all z ∈ R, some simple computations
give

‖F (x)− F (y)‖ =

∥∥∥∥( sinx1 − sin y1

sinx2 − sin y2

)∥∥∥∥
= |sinx1 − sin y1|+ |sinx2 − sin y2|

=2

∣∣∣∣cos

(
x1 + y1

2

)
sin

(
x1 − y1

2

)∣∣∣∣
+ 2

∣∣∣∣cos

(
x2 + y2

2

)
sin

(
x2 − y2

2

)∣∣∣∣
≤2

(∣∣∣∣sin(x1 − y1

2

)∣∣∣∣+

∣∣∣∣sin(x2 − y2

2

)∣∣∣∣)
≤2

(∣∣∣∣x1 − y1

2

∣∣∣∣+

∣∣∣∣x2 − y2

2

∣∣∣∣)
= ‖x− y‖ = k0 ‖x− y‖ .

For the next step, consider the matrix Ω(t, s). We have

‖Ω(t, s)‖ = max
1≤j≤2

2∑
i=1

|Ωij |

= max{e−2t+s + e−2t+s |sin s| , e−t+s+ 1
4 + 2e−2t+s}
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=e−t+s+
1
4 + 2e−2t+s

since

e−2t+s + e−2t+s |sin s| ≤ 2e−2t+s < e−t+s+
1
4 + 2e−2t+s for all s, t ∈ R.

Therefore, ∫ ∞
t

‖Ω(u, s)‖du =

∫ ∞
t

e−u+s+ 1
4 du+ 2

∫ ∞
t

e−2u+sdu

=e−t+s+
1
4 + e−2t+s for all s, t ∈ R.

(10)

Now, by (10), for s ≤ t and t ≥ 1
4 , we have∫ ∞

t

‖Ω(u, s)‖du =e−t+s+
1
4 + e−2t+s

≤e−t+t+ 1
4 + e−2t+t = e

1
4 + e−t

≤e 1
4 + e−

1
4 = 2 cosh

1

4
= L.

Thus, (C1) is satisfied. In view of the matrix A(t), we can readily see that

diaii(t) +

2∑
j=1,j 6=i

dj |aji(t)| = aii(t) +

2∑
j=1,j 6=i

|aji(t)| ≤ −3 = −δ

since

a11(t) + |a21(t)| = −3− 6e−2t + e−3t ≤ −3 = −δ
and

a22(t) + |a12(t)| = −3− 6e−3t + e−3t ≤ −3 = −δ.
We may use (10) with s = t to see that

δ − µk0

∫ ∞
t

‖Ω(u, t)‖ du = 3−
(
e

1
4 + e−t

)
≥ 3− 2 cosh

1

4
>

1

2
= η

since t ≥ 1
4 . Next, we get

‖B‖ =
1

16
.

Moreover, since τ ′(t) ≡ 0 and using (10) with s = t− τ(t), we find

µ(1− τ ′(t))
∫ ∞
t

‖Ω(u, t− τ(t))‖ du = 1 + e−t−
1
4 > 1 >

1

16
=
β2

k0
‖B‖ .

Finally,

1− β2 ‖B‖
k0L

+ τ(0) =
1

4
+ 1− 1

32 cosh 1
4

>
1

4
= τ(t) > 0.

Thus, (C2) is satisfied. Now, using Theorem 3.1, the trivial solution of (9) is
uniformly asymptotically stable, and the nonzero solutions of the system of RIDEs
(9) are integrable and bounded. In Figures 1 and 2, the system of RIDEs (9) was
solved and the orbits of the solutions x1 and x2 were drawn for different initial
values. In Figure 1, we used initial conditions 1, 0.75, and −1 for x1(1/4). In these
cases, we took 4t, 3t, and −4t for φ(t). We used the fourth-order Runge–Kutta
method to obtain Figures 1 and 2.
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Figure 1. Solution x1 of system of RIDEs (9) for different initial values.

Figure 2. Solution x2 of system of RIDEs (9) for different initial values.

4. Boundedness at infinity. In the system of RIDEs (2), let G(t, x) 6= 0. We
make the following hypothesis to give our second result.

(C3) Assume that there exists g ∈ C(R,R) such that

‖G(t, x)‖ ≤ |g(t)| ‖x‖ for all t ≥ t0, x ∈ Rn and

∫ ∞
t0

|g(t)|dt <∞.
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Theorem 4.1. The solutions of the system of RIDEs (2) are bounded at infinity if
hypotheses (C1)–(C3) hold.

Proof. Choose the functional V2(t, x) as in (5). Then, in view of hypotheses (C1)–
(C3) and the proof of Theorem 3.1, the time derivative of this functional along
solutions of the system of RIDEs (2) is given by

d

dt
V +

2 (t, x) ≤− η ‖x‖+

∣∣∣∣∣
n∑
i=1

di sgnxi(t+ 0)Gi(t, x(t))

∣∣∣∣∣
≤β2

n∑
i=1

|Gi(t, x(t))| = β2 ‖G(t, x(t))‖

≤β2 |g(t)| ‖x(t)‖ ≤ β2

β1
|g(t)|V2(t, x),

where we also have used (6). An integration of this inequality takes the form

V2(t, x) ≤V2(t0, φ(t0)) exp

(
β2

β1

∫ t

t0

|g(t)|
)

dt

≤V2(t0, φ(t0)) exp

(
β2

β1

∫ ∞
t0

|g(t)|
)

dt =: K0.

This, using again (6), means that

‖x(t)‖ ≤ K0

β1
for all t ≥ t0.

Hence, x is bounded at infinity, and the proof is complete.

Remark 2. In Theorem 4.1, the boundedness of solutions as t → ∞ was proved
without using the Gronwall inequality. By this fact, we have removed some unneces-
sary conditions and can obtain some boundedness results in the literature under less
restrictive conditions (see [4, 11, 22, 29, 30, 43–48, 50] and the bibliography therein).
Here, we would not like to state the details of these discussions.

Example 2. Consider the system of nonlinear RIDEs(
x′1
x′2

)
=

(
−3− 6e−2t −e−3t

−e−3t −3− 6e−3t

)(
x1

x2

)
+

(
1
16 0
0 1

16

)(
sinx1

(
t− 1

4

)
sinx2

(
t− 1

4

) )

+

∫ t

t− 1
4

(
e−2t+s 0

e−2t+s sin s e−t+s+
1
4 + 2e−2t+s

)(
sinx1(s)
sinx2(s)

)
ds

+

(
2tx1

1+t4+x4
1

2tx2

1+t4+x4
2

)
,

(11)

where t ≥ 1
4 . If we compare the system of RIDEs (11) and the system of RIDEs

(2), then in addition to the same relations as in Example 1, we have

G(t, x) =

(
2tx1

1+t4+x4
1

2tx2

1+t4+x4
2

)
.
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Moreover, we do not need to show the satisfaction of hypotheses (C1) and (C2) as
this already has been shown in Example 1. Clearly, for t ≥ 0, we have

‖G(t, x)‖ =

∥∥∥∥∥
(

2tx1

1+t4+x4
1

2tx2

1+t4+x4
2

)∥∥∥∥∥ =
2t |x1|

1 + t4 + x4
1

+
2t |x2|

1 + t4 + x4
2

≤2t |x1|
1 + t4

+
2t |x2|
1 + t4

=
2t

1 + t4
[|x1|+ |x2|] = |g(t)| ‖x‖ ,

where

g(t) :=
2t

1 + t4
.

Integrating the function |g|, we obtain∫ ∞
0

|g(t)|dt =

∫ ∞
0

2t

1 + t4
dt =

π

2
<∞.

Consequently, hypothesis (C3) holds, and thus, by Theorem 4.1, the solutions of
the system of RIDEs (11) are bounded as t → ∞. In Figures 3 and 4, the system
of RIDEs (11) was solved and the orbits of the solutions x1 and x2 were drawn for
different initial values.

Figure 3. Bounded solution x1 of system of RIDEs (11) for dif-
ferent initial values.

5. Conclusion. A system of nonlinear RIDEs with variable delay was considered.
To the best of our information, firstly in the literature, the qualitative motion of so-
lutions of this mathematical model of the RIDEs is investigated. Here, specifically,
new and less restrictive sufficient conditions than those in the available literature for
the stability, uniform asymptotic stability, boundedness, integrability, and bound-
edness of solutions at infinity were obtained. Those conditions were required by
two new results, Theorems 3.1 and 4.1. Since the Gronwall inequality was not used
in the results of this paper, Theorems 3.1 and 4.1, this fact allows weaker con-
ditions than those that are available in the literature. From this point, we have
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Figure 4. Bounded solution x2 of system of RIDEs (11) for dif-
ferent initial values.

removed some unnecessary conditions related to some problems in the literature.
Two examples are presented to verify the applicability of Theorems 3.1 and 4.1.
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