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Section 9.7

Nonhomogeneous Linear Systems

Goals for Today

In this section, we will explore the solutions of nonhomogeneous
linear systems of the form

x' =Ax+f
where A is a real n X n constant matrix and f is a vector function
which depends only on the independent variable.
We will consider two methods:
1. Method of Undetermined Coefficients

2. Variation of Parameters

Recall: The Method of Undetermined Coefficients

When solving ay” + by’ + cy = g(t), the Method of
Undetermined Coefficients suggests that the form of y, (t)isa
linear combination of g(t) and all distinct functions generated by
repeated differentiation of g(t), provided that none of those
functions duplicate the functions found in the homogeneous
solution yp, (¢t).

If our initial guess for y, duplicates y,, multiply the entire guess
for y, by the smallest positive integer power of t which ensures
that no portion of yj, is duplicated.




Example 1

2 4 =2
Consider the matrixA =12 0 -—1|.
4 4 -4

2t
Find a general solution of X' = Ax + f where f = [ 1 ] given that
0

the solution of the associated homogeneous equation X' = Ax is

-1 2 2
Xp =cre 2t 1 |+ ce™?t|0| + cze?t |1
0 1 2

Recall: Variation of Parameters

Consider the differential equation

y'+p@®y +q@y =g
If y1 (t) and y, (t) are linearly independent solutions of the
associated homogeneous equation, then our particular solution
of the nonhomogeneous equation has the form

Yp(©) = u1 (Oy1(8) + u2 (2 (1)

where

u; = f—g(;)/wl dt and u, = f—g(alwz dt

Derivation: Variation of Parameters for Linear Systems

Let X(t) be a fundamental matrix for the homogeneous system

x'(8) = AOx()
Thus, a general solution to the homogeneous system can be stated as

xp(t) = X (e
where cis an arbitrary constant vector.
Then, assume that the nonhomogeneous system
x'(t) = A@®)x(t) + £(t)

has a particular solution of the form

X, () = X(Ou(t)




Derivation: Variation of Parameters for Linear Systems
x'(t) = A(D)x(¢) + £(t)
Assume
x,(8) = X([©u(t)
Substituting, we obtain
(x@®Ou®) = ADOXOu) + (D)
X' (Ou(t) + X()u'(t) = A®X(Ou(t) + (t)
Since X (t) is a fundamental matrix, we know X'(t) = A(t)X(t).
Thus,
AMXDu(t) + X(Ou'(t) = AD)X(Ou(t) + £(t)
X(Ou'(t) = £(t)

Derivation: Variation of Parameters for Linear Systems
x'(t) = A(t)x(t) + £(t)

X(Ou'(e) = £()
We know X (t) is invertible, so we get
u'(t) = X"H(OF©
and, thus,

u(t) = fX_l(t)f(t)dt

Variation of Parameters for Linear Systems

To solve x'(t) = A(t)x(t) + £(t), first find a fundamental matrix
X (t) of the associated homogeneous equation x'(t) = A(t)x(t)
and note that the homogeneous solution will be x5, (t) = X(t)c.

Then, a particular solution of the nonhomogeneous equation will
be
xp(t) = X()u(t)

where

u(t) = fX‘l(t)f(t)dt




Example 2
) 16
Consider the matrix A = [1 _4].

. . ’ ezr .
Find a general solution of X' = Ax + f where f = [ 0 ] given
that the solution of the associated homogeneous equation
x' = Axis

_s¢[—1 6
Xp = cre St[ ! ]+0292t [1]
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