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Abstract. This paper relates disconjugacy of linear Hamiltonian difference systems (LHdS)
(and hence positive definiteness of certain discrete quadratic functionals) to positive definiteness of
some block tridiagonal matrices associated with these systems and functionals. As a special case of a
Hamiltonian system, Sturm–Liouville difference equations are considered, and analogous results are
obtained for these important objects.
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1. Introduction. The aim of this paper is to relate disconjugacy of linear Hamil-
tonian difference systems (LHdS)

(H) ∆xk = Akxk+1 +Bkuk, ∆uk = Ckxk+1 −ATk uk
and hence positivity of the discrete quadratic functional

(F) F(x, u) =

N∑
k=0

{
uTkBkuk + xTk+1Ckxk+1

}
to positive definiteness of a certain block tridiagonal symmetric matrix associated
with (H) and (F). Here A,B,C are sequences of real n× n matrices such that

I −Ak are invertible and Bk, Ck are symmetric for all k ∈ N0.(1)

To introduce our problem in more detail, we first recall the relation of disconjugacy
of linear Hamiltonian systems (both differential and difference) to positivity of cor-
responding quadratic functionals and to solvability of the associated Riccati matrix
equation. A statement of this kind is usually called a Reid roundabout theorem.

Proposition 1.1 ([4, 6, 7]). Consider the linear Hamiltonian differential system

˜(H) x′ = A(t)x+B(t)u, u′ = C(t)x−AT (t)u,

where A,B,C : I = [a, b] → Rn×n are continuous real n × n matrix valued functions
such that

B(t), C(t) are symmetric and B(t) is positive semidefinite for all t ∈ [a, b],

and suppose that this system is identically normal in I, i.e., the only solution (x, u)
of (H̃) for which x ≡ 0 on some nondegenerate subinterval of I is the trivial solution
(x, u) ≡ (0, 0). Then the following statements are equivalent.

∗Received by the editors March 19, 1997; accepted for publication (in revised form) by U. Helmke
March 9, 1998; published electronically September 23, 1998.

http://www.siam.org/journals/simax/20-1/31879.html
†San Diego State University, Department of Mathematics, 5500 Campanile Dr., San Diego, CA

92182-7200 (bohner@saturn.sdsu.edu). The research of this author was supported by the Alexander
von Humboldt Foundation.
‡Masaryk University, Department of Mathematics, Janáčkovo Nám. 2A, CZ-66295 Brno, Czech
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(i) System (H̃) is disconjugate in I, i.e., the 2n× n matrix solution
(
X
U

)
of (H̃)

given by the initial condition X(a) = 0, U(a) = I has no focal point in I,
i.e., detX(t) 6= 0 in (a, b].

(ii) The quadratic functional

˜(F) F̃(x, u) =

∫ b

a

[
uT (t)B(t)u(t) + xT (t)C(t)x(t)

]
dt

is positive for every x, u : I → Rn satisfying x′ = A(t)x+B(t)u, x(a) = 0 =
x(b) and x 6≡ 0 in I.

(iii) There exists a symmetric solution Q : I → Rn×n of the Riccati matrix differ-
ential equation

˜(R) Q′ +AT (t)Q+QA(t) +QB(t)Q− C(t) = 0.

In the last decade, a considerable effort has been made to find a discrete analogue
of this statement; see [1] and the references given therein. Finally, this problem was
resolved in [2] and the discrete Roundabout Theorem reads as follows.

Proposition 1.2 ([1, 2]). Assume (1). Then the following statements are equiv-
alent.

(i) System (H) is disconjugate in the discrete interval J := [0, N ] ∩ N0, N ∈ N,
i.e., the 2n × n matrix solution

(
X
U

)
of (H) given by the initial condition

X0 = 0, U0 = I has no focal point in J∗ := [0, N + 1] ∩ N0, i.e.,

KerXk+1 ⊂ KerXk and Dk = XkX
†
k+1(I −Ak)−1Bk ≥ 0.

(Here Ker and † stand for the kernel and the Moore–Penrose generalized in-
verse of the matrix indicated, respectively, and the matrix inequality ≥ stands
for nonnegative definiteness.)

(ii) The discrete quadratic functional F is positive for every (x, u) : J∗ → Rn
satisfying ∆xk = Akxk+1 +Bkuk, x0 = 0 = xN+1 and x 6≡ 0 in J∗.

(iii) There exist symmetric matrices Q : J∗ → Rn×n such that (I + BQ) are
invertible, (I + BQ)−1B ≥ 0 in J , and solve the discrete Riccati matrix
difference equation

(R) Qk+1 = Ck + (I −ATk )Qk(I +BkQk)−1(I −Ak)−1.

The main difference between continuous and discrete functionals F̃ and F is that
the space of x, u appearing in the discrete quadratic functional has finite dimension.
This suggests investigating positivity of F not only via oscillation properties of (H)
and solvability of (R) as given in the roundabout theorem (which are typical methods
for an “infinite-dimensional” treatment), but also via linear algebra and matrix theory.
The main idea of this approach can be illustrated in the case of the Sturm-Liouville
equation

−∆(rk∆yk) + pkyk+1 = 0(2)

and the corresponding quadratic functional

J (y) =

N∑
k=0

{
rk(∆yk)2 + pky

2
k+1

}
(3)

as follows.
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Expanding the differences in J , for any y = {yk}N+1
k=0 satisfying

y0 = 0 = yN+1,(4)

we have

J (y) =

N∑
k=0

{
(rk + pk)y2

k+1 − 2rkykyk+1 + rky
2
k

}

=

 y1

...
yN


T


β0 −r1

−r1 β1
. . .

. . .
. . . −rN−1

−rN−1 βN−1


 y1

...
yN

 ,

where βk = rk + pk + rk+1. Hence J (y) > 0 for any nontrivial y ∈ RN+2 satisfying
(4) iff the matrix

L :=


β0 −r1

−r1 β1
. . .

. . .
. . . −rN−1

−rN−1 βN−1


is positive definite.

From the elementary course of linear algebra it is known that L is positive definite
iff all its principal minors ∆1 = β0, ∆2 = β0β1 − r2

1, . . . , ∆N = detL are positive.
On the other hand, by (i) of Proposition 1.2 we have J (y) > 0 for any nontrivial y
satisfying (4) iff the solution ỹ of (2) given by the initial condition ỹ0 = 0, ỹ1 = 1

r0
satisfies

ỹk+1 6= 0 and δk :=
ỹk

rkỹk+1
≥ 0, k = 0, . . . , N.(5)

Using Laplace’s rule for computation of determinants, we have the formula

∆k = βk−1∆k−1 − r2
k−1∆k−2.(6)

Expanding the forward differences in (2) we have

yk+2 =
1

rk+1
[βkyk+1 − rkyk] .

This recurrent formula, coupled with (6) and the initial condition ỹ0 = 0, ỹ1 = 1
r0

,
gives

ỹ2 =
β0

r1r0
=

∆1

r1r0
, ỹ3 =

1

r2r1r0

[
β0β1 − r2

1

]
=

∆2

r2r1r0
,

and by induction

ỹk+1 =
1

rk . . . r2r1r0

[
βk−1∆k−1 − r2

k−1∆k−2

]
=

∆k

rk . . . r2r1r0
.
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Consequently,

δk =
ỹk

rkỹk+1
=

∆k−1

∆k
, ∆0 := 1.(7)

Now, by the Jacobi diagonalization method, there exists an N ×N triangular matrix
M such that

MTLM = diag{δ1, . . . , δN}.

From the last identity one may easily see why the quantities δk come to play in the
definition of disconjugacy of (2).

In this paper we establish a similar identity relating the quadratic functional F
and the matrices Dk from Proposition 1.2. This identity reveals why the matrices
Dk appear in the definition of disconjugacy of (H). In particular, we find a block
triangular matrix M such that

MTLM = diag{D1, . . . , DN},

where L in this identity is the matrix representing the functional F (see Theorem 2.2
in the next section) and Dk are given in (i) of Proposition 1.2.

The paper is organized as follows. The next section is devoted to preliminary
results. We recall some basic properties of solutions of (H), and we also show the
relation between higher order Sturm–Liouville difference equations and LHdS (H).
The main results of the paper, the equivalence of positive definiteness of a block
tridiagonal matrix to nonnegative definiteness of certain matrices constructed via
solutions of (H) (which reduce to δk in the scalar case) are given in section 3. In the
last section we deal with LHdS (H) which correspond to higher order Sturm–Liouville
equations; here the results of the previous section are simplified considerably. The
statements of section 4 complement results of [3, 5].

2. Preliminary results. Subject to our general assumption (1) we consider a
linear Hamiltonian difference system (H) and the corresponding discrete quadratic
functional F defined by (F). Here, x = {xk}k∈N0

and u = {uk}k∈N0
are sequences of

Rn-vectors, and we say that such a pair (x, u) is admissible on J provided that

∆xk = Akxk+1 +Bkukfor allk ∈ J

holds. An x is called admissible (on J) if there exists u such that the pair (x, u) is
admissible (on J). The functional F is then said to be positive definite (and we write
F > 0) whenever 

F(x, u) > 0 for all on J admissible (x, u)

with x0 = xN+1 = 0 and

 x1

...
xN

 6= 0

holds. Throughout the paper we denote by (X,U) the principal solution of (H) (at
0), i.e., the solution introduced in Proposition 1.2(i). Concerning Moore–Penrose
inverses we will need the following basic lemma which is proved, e.g., in [2, Remark
2(iii)].
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Lemma 2.1. For any two matrices V and W we have

KerV ⊂ KerW iff W = WV †V iff W † = V †VW †.

It is the goal of this paper to relate the condition from Proposition 1.2(i) to a
condition on certain block tridiagonal kn× kn matrices of the form

Lk =


T0 S1

ST1 T1
. . .

. . .
. . . Sk−1

STk−1 Tk−1

 , k ∈ N0,

where we put, for k ∈ N0,

Tk = Ck + (I −ATk )B†k(I −Ak) +B†k+1 and Sk = −B†k(I −Ak).(8)

Let L = LN . Our first result then is the following.
Theorem 2.2. Let (x, u) be admissible on J with x0 = xN+1 = 0. Then we have

F(x, u) =

 x1

...
xN


T

L

 x1

...
xN

 .

Proof. Let (x, u) be admissible on J so that

uTkBkuk = uTkBkB
†
kBkuk =

(
xTk+1(I −ATk )− xTk

)
B†k ((I −Ak)xk+1 − xk)

holds for all k ∈ J . Then, if x0 = xN+1 = 0, we have

F(x, u) =

N∑
k=0

{
xTk+1Ckxk+1 +

(
xTk+1(I −ATk )− xTk

)
B†k ((I −Ak)xk+1 − xk)

}
=

N∑
k=0

{
xTk+1(Tk −B†k+1)xk+1 + 2xTk Skxk+1 + xTkB

†
kxk

}
=

N∑
k=0

{
xTk+1Tkxk+1 + 2xTk Skxk+1 −∆(xTkB

†
kxk)

}
=

N∑
k=0

{
xTk+1Tkxk+1 + 2xTk Skxk+1

}− xTN+1B
†
N+1xN+1 + xT0 B

†
0x0

=
N−1∑
k=1

{
xTk+1Tkxk+1 + 2xTk Skxk+1

}
+ xT1 T0x1

=

 x1

...
xN


T

L

 x1

...
xN

 ,

and hence our desired result is shown.
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By introducing the space

A =


 x1

...
xN

 : x = {xk}k∈N0
is admissible on J with x0 = xN+1 = 0

 ,

we can write an immediate consequence of Theorem 2.2.
Corollary 2.3. F > 0 iff L > 0 on A.
Note that L > 0 on A, i.e., χTLχ > 0 for all χ ∈ A \ {0}, is equivalent to

MTLM ≥ 0 and KerMTLM ⊂ KerM
whenever M is a matrix with ImM = A. In the next section we will present such
a matrix M for the general Hamiltonian case, and in the last section we will give
this matrix M and further results for the Sturm–Liouville case. A Sturm–Liouville
difference equation

(SL)

n∑
µ=0

(−∆)µ
{
r

(µ)
k ∆µyk+n−µ

}
= 0, k ∈ N0

with reals r
(µ)
k , 0 ≤ µ ≤ n, such that r

(n)
k 6= 0 for all k ∈ N0 is a special case of a

linear Hamiltonian difference system. We define, for all k ∈ N0,

Ak =


0 1

. . .
. . .

. . . 1
0

 , Bk =


0

. . .

0
1

r
(n)

k

 ,

and Ck =


r

(0)
k

r
(1)
k

. . .

r
(n−1)
k

 .

(9)

Then assumption (1) is satisfied and the following result from [3, Lemma 4] holds.
Lemma 2.4. Suppose (9). Then x is admissible on J iff there exists a sequence

y = {yk}0≤k≤N+n−1 of reals such that

xk =


yk+n−1

∆yk+n−2

∆2yk+n−3

...
∆n−1yk

 for all 0 ≤ k ≤ N + 1

holds, and in this case the functional defined by (F) takes the form

F(x, u) =

N∑
k=0

n∑
ν=0

r
(ν)
k {∆νyk+n−ν}2 ,(10)

where u is such that (x, u) is admissible.
We conclude this section with two auxiliary results where we use the notation

introduced in Proposition 1.2.
Lemma 2.5. Let Ãk := (I −Ak)−1 and Dk = XkX

†
k+1ÃkBk, k ∈ N0.
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(i) Suppose (1). If KerXk+1 ⊂ KerXk, then

Dk is symmetric and KerXT
k+1 ⊂ KerBkÃ

T
k .

(ii) Suppose (9). Then we have for all 0 ≤ k ≤ n− 1

KerXk+1 ⊂ KerXk, rankXk+1 = k + 1, and Dk = 0.

Proof. While part (i) is shown in [2, Remark 2 (ii)], (ii) is the contents of [3,
Lemma 4].

Lemma 2.6. We have, for all k ∈ N0,

XT
k+1TkXk+1 = ∆

{
XT
k (Uk +B†kXk)

}
−XT

k SkXk+1 −XT
k+1S

T
k Xk.(11)

Proof. The calculation

XT
k+1TkXk+1 +XT

k SkXk+1 +XT
k+1S

T
k Xk = XT

k+1

{
Uk+1 − (I −ATk )Uk

}
+XT

k+1(I −ATk )B†k(I −Ak)Xk+1 +XT
k+1B

†
k+1Xk+1

−XT
k B
†
k(I −Ak)Xk+1 −XT

k+1(I −ATk )B†kXk

= XT
k+1Uk+1 − (XT

k + UTk Bk)Uk + (XT
k + UTk Bk)B†k(Xk +BkUk)

+XT
k+1B

†
k+1Xk+1 −XT

k B
†
k(Xk +BkUk)− (XT

k + UTk Bk)B†kXk

= ∆
{
XT
k Uk +XT

k B
†
kXk

}
shows that formula (11) holds.

3. The linear Hamiltonian difference system. In this section we present a
matrix M satisfying ImM = A. We then give a proof of the following crucial result.

Theorem 3.1. If KerXk+1 ⊂ KerXk holds on J , then we have

MTLM = diag {D1, . . . , DN} .

To further motivate our investigations, first we would like to briefly consider the
case that the matrices

Bk are invertible for all k ∈ J.(12)

Then we have A = RNn, and F > 0 iff L > 0. Then, if (X,U) is the principal solution
of (H) at 0 such that Xk are invertible for all 1 ≤ k ≤ N + 1, and if we put

Fk+1 =


D1S1D2S2 . . . DkSk
−D2S2 . . . DkSk

...
(−1)k−1DkSk

(−1)kI

 for all 0 ≤ k ≤ N,

it is easy to show that, for all 0 ≤ k ≤ N ,

D−1
k+1 = Tk − STk DkSk, Lk+1Fk+1Dk+1 =

(
0

(−1)kI

)
(13)
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and

L−1
k+1 =

( L−1
k 0
0 0

)
+ Fk+1Dk+1F

T
k+1.(14)

Theorem 3.2. Assume (12). We put L0 := I and D̃0 := 0. Then we have
recursively, for k = 0, 1, 2, . . . , N ,

Lk+1 > 0⇐⇒ Lk > 0 and D̃k+1 :=
{
Tk − STk D̃kSk

}−1

> 0.(15)

Proof. Of course (15) is obvious for k = 0. However, if (15) holds for some
0 ≤ k ≤ N − 1, then (put Rk =

(
0
Sk

)
)

Lk+1 =

( Lk Rk
RTk Tk

)
> 0⇐⇒ Lk > 0 and Tk −RTk L−1

k Rk > 0.

However, by (14), Tk−RTk L−1
k Rk = Tk−STk DkSk, where our Dk here are exactly the

D̃k because of (13) and D0 = 0. This proves our desired assertion.
Now we turn our attention to the general case of an LHdS (H), where we assume

(1). Let us define Dij for 1 ≤ i ≤ j ≤ N matrices by

Dij = XiX
†
jDj .

Then we have

Dii = XiX
†
iDi = XiX

†
iXiX

†
i+1ÃiBi = XiX

†
i+1ÃiBi = Di

and, by Lemma 2.1, if KerXj ⊂ KerXi,

Dij = XiX
†
jDj = XiX

†
jXjX

†
j+1ÃjBj = XiX

†
j+1ÃjBj .

We now define, for any m ∈ J , an mn×mn matrix Mm by

Mm =


D11 D12 · · · D1m

0 D22

...
...

. . .
. . .

...
0 · · · 0 Dmm


and put M =MN .

Theorem 3.3. If KerXk+1 ⊂ KerXk holds on J , then ImM = A.

Proof. We assume KerXk+1 ⊂ KerXk on J . First, let

 x1

.

.

.
xn

 ∈ A and put

c0 := 0, ck+1 := ck −X†k+1ÃkBk(Ukck − uk) for k ∈ N0,

where u = {uk}k∈N0
is such that (x, u) is admissible on J . Let dk := Ukck − uk for

k ∈ N0. We have X0c0 = 0 = x0, and Xkck = xk for some k ∈ J implies

Xk+1ck+1 = Xk+1ck −Xk+1X
†
k+1ÃkBk(Ukck − uk)

= (ÃkXk + ÃkBkUk)ck − ÃkBk(Ukck − uk)

= ÃkXkck + ÃkBkuk = Ãkxk + ÃkBkuk = xk+1
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because of Lemmas 2.5(i) and 2.1. Hence

Xkck = xk for all 0 ≤ k ≤ N + 1.

Next, we have for j ∈ J ,

Djdj = XjX
†
j+1ÃjBj(Ujcj − uj) = Xj(cj − cj+1) = −Xj∆cj

so that

Dijdj = XiX
†
jDjdj = −XiX

†
jXj∆cj = −Xi∆cj

for all 0 ≤ i ≤ j ≤ N because of KerXj ⊂ KerXi and Lemma 2.1. Therefore

N∑
j=i

Dijdj = −Xi

N∑
j=i

∆cj = −Xi(cN+1 − ci)

= −XiX
†
N+1XN+1cN+1 +Xici = xi

for all 0 ≤ i ≤ N so that  x1

...
xN

 =M

 d1

...
dN

 ∈ ImM.

Conversely, let

 x1

.

.

.
xn

 ∈ ImM and put x0 = xN+1 = 0. We pick d1, . . . , dN ∈ Rn

with

xi =
N∑
j=i

Dijdj for all 1 ≤ i ≤ N.

Then we have

(I −A0)x1 − x0 =

N∑
j=1

(I −A0)X1X
†
jDjdj = B0

N∑
j=1

X†jDjdj ∈ ImB0,

(I −AN )xN+1 − xN = −xN = −DNNdN = −DT
NNdN ∈ ImBN ,

and, for k ∈ J \ {N},

(I −Ak)xk+1 − xk = (I −Ak)
N∑

j=k+1

Xk+1X
†
jDjdj −

N∑
j=k

XkX
†
jDjdj

= {(I −Ak)Xk+1 −Xk}
N∑

j=k+1

X†jDjdj −Dkdk

= BkUk

N∑
j=k+1

X†jDjdj −Dkdk ∈ ImBk

by Lemma 2.5(i) so that x is admissible on J and hence

 x1

.

.

.
xn

 ∈ A.
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Our next result directly yields Theorem 3.1.
Theorem 3.4. If KerXk+1 ⊂ KerXk holds on J , then

MT
m+1Lm+1Mm+1 =

( MT
mLmMm 0

0 Dm+1

)
.

Proof. Let k ∈ J and m ∈ J \ {N}. We define kn× n matrices Pk and Rk by

Pk =


X1

X2

...
Xk

 and Rk =


0
...
0
Sk

 .

Then we have the recursions

Mm+1 =

( Mm PmX
†
m+1Dm+1

0 Xm+1X
†
m+1Dm+1

)
and Lm+1 =

( Lm Rm
RTm Tm

)
.

Hence by putting M̃k =
(Mk

0

)
,

Mm+1 =
(
M̃m Pm+1X

†
m+1Dm+1

)
.

Therefore the matrix MT
m+1Lm+1Mm+1 turns out to be( M̃T

mLm+1M̃m M̃T
mLm+1Pm+1X

†
m+1Dm+1

Dm+1(X†m+1)TPTm+1Lm+1M̃m Dm+1(X†m+1)TPTm+1Lm+1Pm+1X
†
m+1Dm+1

)
=

( MT
mLmMm ΩmX

†
m+1Dm+1

Dm+1(X†m+1)TΩTm Dm+1(X†m+1)TΛmX
†
m+1Dm+1

)
with

Ωm = M̃T
mLm+1Pm+1 and Λm = PTm+1Lm+1Pm+1.

Hence our result follows directly from (ii) and (iii) of the following lemma.
Lemma 3.5. If KerXk+1 ⊂ KerXk holds on J , then we have, for all k ∈ J \{N},
(i) Λk = XT

k+1(Uk+1 +B†k+1Xk+1);

(ii) Dk+1(X†k+1)TΛkX
†
k+1Dk+1 = Dk+1;

(iii) Ωk = 0.
Proof. First of all we have, by formula (11) of Lemma 2.6,

Λ0 = XT
1 T0X1 = XT

1 (U1 +B†1X1)

and, if Λk−1 = XT
k (Uk +B†kXk) already holds for some k ∈ {1, . . . , N − 1}, again by

applying formula (11) we have

Λk =

(
Pk
Xk+1

)T ( Lk Rk
RTk Tk

)(
Pk
Xk+1

)
= PTk LkPk + PTk RkXk+1 +XT

k+1R
T
k Pk +XT

k+1TkXk+1

= XT
k+1(Uk+1 +B†k+1Xk+1).
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Hence (i) is shown, and by (i), for all k ∈ J \ {N},
Dk+1(X†k+1)TΛkX

†
k+1Dk+1 = Dk+1Uk+1X

†
k+1Dk+1 +Dk+1B

†
k+1Dk+1

= Xk+1X
†
k+2Ãk+1Bk+1Uk+1X

†
k+1Dk+1 +Xk+1X

†
k+2Ãk+1Xk+1X

†
k+1Dk+1

= Xk+1X
†
k+2Xk+2X

†
k+1Dk+1 = Xk+1X

†
k+1Dk+1 = Dk+1

takes care of part (ii). Finally, Ω0 = 0, and if Ωk−1 = 0 already holds for some
k ∈ {1, . . . , N − 1}, then

Ωk =
(MT

k 0
)( Lk Rk

RTk Tk

)(
Pk
Xk+1

)
=MT

k (LkPk +RkXk+1)

=

( M̃T
k−1

Dk(X†k)TPTk

)(
LkPk +

(
0

SkXk+1

))
=

(
Ωk−1

Dk(X†k)TΛk−1 +DkSkXk+1

)
=

(
0

Dk(Uk +B†kXk)−DkB
†
k(Xk +BkUk)

)
= 0

because of part (i). Hence (iii) follows, and all our desired results are shown.

4. The Sturm–Liouville difference equation. In this section we deal with
the case where (H) and (F) correspond to a higher order Sturm–Liouville equation
(SL) and its corresponding quadratic functional (10). The special structure of the
matrices A,B,C enables us to simplify the results of the previous section.

We start with an identity which plays the crucial role in the proof of the main
results of this section.

Lemma 4.1. Let (X,U) be the principal solution of LHdS corresponding to (SL).
If Xk+1 is nonsingular, then

Dk = XkX
−1
k+1ÃkBk = diag

{
0, . . . , 0,

detXk

r
(n)
k detXk+1

}
.

Proof. Nonsingularity of Xk+1 implies that KerXk+1 ⊂ KerXk, hence the
matrix Dk = XkX

−1
k+1ÃkBk is symmetric according to Lemma 2.5(i), and since

Bk = diag{0, . . . , 0, (1/r(n)
k )}, the only nonzero entry of Dk is in the right lower

corner. Using Laplace’s rule, we have

detXk = det [(I −Ak)Xk+1 −BkUk]

= det

(I −Ak)Xk+1 −


0 . . . 0
...

...
0 . . . 0

1

r
(n)

k

(Uk)n,1 . . . 1

r
(n)

k

(Uk)n,n




=

n∑
ν=1

[
((I −Ak)Xk+1)n,ν −

1

r
(n)
k

(Uk)n,ν

]
(adj [(I −Ak)Xk+1])ν,n

=
n∑
ν=1

((I −Ak)Xk+1 −BkUk)n,ν

(
[(I −Ak)Xk+1]

−1
)
ν,n

det [(I −Ak)Xk+1]
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=

n∑
ν=1

(Xk)n,ν

(
X−1
k+1Ãk

)
ν,n

det(I −Ak) detXk+1

= detXk+1

(
XkX

−1
k+1Ãk

)
n,n

= r
(n)
k detXk+1

(
XkX

−1
k+1ÃkBk

)
n,n

= r
(n)
k detXk+1 (Dk)n,n ,

so the desired result follows.

In the next statement and its proof we suppose that the matrices X,L,M are
the same as in the previous section and that the matrices A,B,C in (H) are given by
(9).

Theorem 4.2. Suppose that Xn, . . . , XN+1 are nonsingular and denote

dk := (Dk)n,n =
detXk

r
(n)
k detXk+1

, k = n, . . . , N.(16)

Then there exists an nN × (N − n+ 1) matrix N such that

N TLN = diag{dn, . . . , dN}.

Proof. Observe that the assumption of nonsingularity of Xn, . . . , XN+1 corre-
sponds to the assumption KerXk+1 ⊂KerXk in Theorem 3.1 because of Lemma 2.5
(ii). Denote by M[j] ∈ RnN , j = 1, . . . , nN , the columns of the matrix M and let N
be the nN×(N−n+1) matrix which results fromM after omitting all zero columns,
i.e.,

N =
[
M[n2] M[n(n+1)] . . .M[nN ]

]
.

Since D1 = · · · = Dn−1 = 0 for LHdS corresponding to (SL) by Lemma 2.5 (ii),
we have MTLM = diag{0, . . . , 0, Dn, . . . , DN} by Theorem 3.1. By Lemma 4.1,
Dj = diag{0, . . . , 0, dj}, j = n, . . . , N , and the statement follows from the relation
between M and N .

Sturm–Liouville equations may be investigated also directly, i.e., not as a special
case of LHdS. Let t1, . . . , tn be n-dimensional vectors with entries

t(µ)
ν = (−1)n−ν

(
µ− 1

n− ν
)
, µ = 1, . . . , n,

with the usual convention that
(
n
k

)
= 0 if k > n or k < 0, and denote by T the

n× n matrix whose columns are the vectors tν , i.e., T = [t1 . . . tn]. Furthermore, let
P = (pi,j) be the nN × (N − n + 1) matrix with n-vector entries pi,j ∈ Rn given by
pi,j = tn+j−i, with the convention that tl = 0 if l < 1 or l > n.

It follows from Lemma 2.4 that if (H) corresponds to a Sturm–Liouville equation
(SL), then (x, u) satisfying x0 = 0 = xN+1 is admissible iff there exists y = {yk}Nk=n

such that

xk = T

 yk
...

yk+n−1

 ;
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hence (xT1 , . . . , x
T
N )T ∈ A iff  x1

...
xN

 = P

 yn
...
yN

 .

Consequently, if A,B,C are given by (9), Tk, Sk by (8), and K := PTLP, we have

F(y) =

N∑
k=0

n∑
ν=0

r
(ν)
k (∆νyk+n−ν)2 =

N∑
k=0

{
xTk+1Ckxk+1 + uTkBkuk

}

=

 yn
...
yN


T

PTLP

 yn
...
yN

 =

 yn
...
yN


T

K

 yn
...
yN

 .

Expanding the differences in (10), it is easy to see that K is a 2n+ 1-diagonal matrix.
Our next computations extend the results of the first section by relating the quantities
dk from (16) (in section 1 for n = 1 denoted by δk) to the principal minors of the
matrix K.

First we look for a relation between the nN×(N−n+1) matrices P andN and the
corresponding representation for (xT1 , . . . , x

T
N )T ∈ A. By the previous considerations

and Theorem 3.3, (xT1 , . . . , x
T
N )T ∈ A iff there exists c = (cn, . . . , cN )T such that x1

...
xN

 = N

 cn
...
cN

 = P

 yn
...
yN

 .

From the last equality we will find a relation between vectors c = (cn, . . . , cN )T and
y = (yn, . . . , yN )T . Note that these vectors are determined uniquely since the matrices

P and N have full rank. Denote by dji the last column of the matrix XiX
†
jDj . Taking

into account the form of the matrices P and N , we get the system of equations
yN t1 = cNd

N
N ,

yN−1t1 + yN t2 = cN−1d
N−1
N−1 + cnd

N
N−1,

...
ynt1 = cnd

n
1 + . . .+ cNd

N
1 .

(17)

From this system of equations, we see that there exists an upper triangular matrix
B = (Bi,j) ∈ R(N−n+1)×(N−n+1) such that y = Bc and that this is just the matrix
which reduces the 2n + 1-diagonal matrix K = PTLP to the diagonal form. Indeed,
we have

F(y) =

 yn
...
yN


T

K

 yn
...
yN

 =

 x1

...
xN


T

L

 x1

...
xN



=

 cn
...
cN


T

N TLN

 cn
...
cN


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=

 yn
...
yN


T

(BT )−1diag{dn, . . . , dN}B−1

 yn
...
yN


for any y = (yn, . . . , yN )T ∈ RN−n+1; hence

BTKB = diag{dn, . . . , dN}.

Observe also that the diagonal entries of the matrix B are Bk,k = (−1)n−1dn+k−1,
k = 1, . . . , N − n+ 1 (this follows directly from (17)), and that

(KB)j,k = (BTK)k,j =
(
diag{dn, . . . , dN}B−1

)
k,j

=

{
0 j = 1, . . . , k − 1,
(−1)n−1 j = k.

Here we used the information about diagonal entries of B. The last expression may
be regarded as a system of linear equations for B1,k, . . . ,Bk,k, and by Cramer’s rule
we have

Bk,k = (−1)n−1dn+k−1 =
(−1)n−1∆k−1

∆k
.

Now we can summarize our previous computations and relate the quantities dk
from (16), k = n, . . . , N , to the principal minors ∆k of K. This statement may
be viewed as a direct extension of (7) to higher order Sturm–Liouville difference
equations. Here, similarly as in the previous theorem, (X,U) is the principal solution
of (H) with A,B,C given by (9), and the assumption of nonsingularity of the matrices
Xn, . . . , XN+1 has the same meaning as in Theorem 4.2.

Theorem 4.3. Suppose Xn, . . . , XN+1 are nonsingular and let ∆k be the princi-
pal minors of the matrix K. Then, for all 1 ≤ k ≤ N − n+ 1,

dn+k−1 =
∆k−1

∆k
, ∆0 := 1.
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