
15436 | J. Mater. Chem. C, 2020, 8, 15436--15449 This journal is©The Royal Society of Chemistry 2020

Cite this: J.Mater. Chem. C, 2020,

8, 15436

Hydrogen doping in wide-bandgap amorphous
In–Ga–O semiconductors

Julia E. Medvedeva * and Bishal Bhattarai

Microscopic mechanisms of the formation of H defects and their role in passivation of under-coordinated

atoms, short- and long-range structural transformations, and the resulting electronic properties of amorphous

In–Ga–O with In : Ga = 6 : 4 are investigated using computationally-intensive ab initio molecular

dynamics simulations and accurate density-functional calculations. The results reveal a stark difference

between H-passivation in covalent Si-based and ionic oxide semiconductors. Specifically, it is found that

hydrogen doping triggers an extended bond reconfiguration and rearrangement in the network of

shared polyhedra in the disordered oxide lattice, resulting in energy gains that outweigh passivation of

dangling O-p-orbitals. The H-induced structural changes in the coordination and morphology favor a

more uniform charge density distribution in the conduction band, in accord with the improved carrier

mobility measured in H-doped In–Ga–O [W. Huang et al., Proc. Natl. Acad. Sci. U. S. A., 2020, 117, 18231].

A detailed structural analysis helps interpret the observed wide range of infrared frequencies associated with

H defects and also demonstrate that the room-temperature stability of OH defects is affected by thermal

fluctuations in the surrounding lattice, promoting bond migration and bond switching behavior within a

short picosecond time frame.

For decades, hydrogen has been known to play a key role in
crystallization and passivation mechanisms in covalent Si-based
semiconductors,1–3 although its microscopic behavior and properties
are still far from being completely understood.4 The decisive role
of hydrogen in defect passivation, doping, and improved trans-
port properties of crystalline wide-bandgap conducting oxides
that have weak metal–oxygen bonding, ionic in nature, was also
recognized.5–10 Despite the tremendous progress, hydrogen
remains a mysterious ion in materials chemistry and physics
owing to its bipolar nature, moderate electronegativity, lack of
p-orbitals, flexible ionic size, and ability to form covalent, metallic,
or ionic bonding depending on the electronic characteristics of the
surrounding atoms.11

The presence of hydrogen has been shown to significantly affect
the crystallization, microstructure, carrier scattering mechanisms,
and overall electronic transport of indium oxide.12–16 While H
doping in crystalline In2O3 has been well studied,17,18 the results
cannot be directly applied to its amorphous phase since the lack of
symmetry-specific lattice sites and periodicity in the disordered
material will affect the formation energy, electronic properties, and
mobility of H-defects. Moreover, amorphous oxides of post-
transition metals were shown to possess large fractions of under-
coordinated atoms and feature strong distortions in the local
(nearest-neighbor) environment of both metal and oxygen species,

far exceeding the corresponding values in the crystalline counter-
parts.19 Indeed, the under-coordinated oxygen atoms were recently
found to favor the formation of metal–OH� defects and that, in
turn, was shown to reduce the distortion in the neighboring
Ga–O polyhedra in amorphous In–Ga–O.20 A significant fraction of
Ga in the In-based oxide, 40 at%, was determined to be crucial for
attaining a remarkable 70-fold increase in the mobility of low-
temperature solution-processed thin-film transistors because Ga,
among all other post-transition metals such as In, Sn, and Zn, not
only promotes oxygen under-coordination but also changes its own
coordination from 6 to 4, which contributes to the suppressed
Ga–O polyhedra distortions upon H-doping.20

While H-doping of other Ga-containing oxide semiconduc-
tors, e.g. In–Ga–Zn–O, has been extensively studied both experi-
mentally and theoretically,21 the microscopic mechanisms of
the formation of M–OH vs. M–H–M defects, and their stability
at room temperature and role in passivation of under-
coordinated oxygen and metal atoms, as well as the effect on
the resulting electronic and optical properties, are still far from
being fully understood. Specifically, in marked contrast to the
well-defined dangling bonds in covalent semiconductors, the
broad coordination distributions in the ionic metal oxides19

make it challenging to accurately describe H-passivation and
require extensive simulations and analysis of large statistical
ensembles to derive reliable theoretical predictions. Moreover,
the recently observed long-range bond reconfiguration in amor-
phous indium oxide19 suggests that doping with hydrogen may
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affect the oxide morphology, which governs the carrier mobility
in the materials,22–24 and may promote H diffusion within the
structure.

In this work, to better understand the complex nature of H
behavior and properties in the disordered wide-bandgap oxide
semiconductors, computationally-intensive ab initio molecular
dynamics (MD) simulations of amorphous In–Ga–O with 134
initial positions of hydrogen within the 134-atom disordered
structure are performed to (i) identify the structural characteristics
that favor stable M–OH vs. M–H defects; (ii) quantify H-induced
short- and long-range structural changes in the amorphous
lattice via a comprehensive structural analysis combined with
infrared absorption spectra calculations; (iii) determine the
electronic characteristics of H defects as well as changes in the
material’s electronic properties caused by H-doping using accu-
rate hybrid-functional calculations; and (iv) investigate H-bond
switching within the amorphous structure at room temperature.
The derived microscopic model of H behavior and its impact on
the morphology of the amorphous In–Ga–O structure highlight
the crucial role of hydrogen in carrier generation and transport
in the disordered oxides. Our results also help develop an
efficient approach to obtain a statistically-reliable description
of possible H defects while reducing computational costs, which
will be instrumental in future theoretical investigations of
H-doped amorphous oxide semiconductors.

1 Methods

The amorphous In–Ga–O structures were obtained using the ab
initio molecular dynamics (MD) liquid-quench approach as
implemented in the Vienna Ab initio Simulation Package
(VASP).25–28 The calculations are based on density functional theory
(DFT) with periodic boundary conditions29,30 and employ the Per-
dew–Burke–Ernzerhof (PBE) exchange–correlation functional31,32

within the projector augmented-wave method.33,34 A bixbyite cell
of In2O3 was used as the initial structure, which was melted at
3000 K to eliminate any crystalline memory. Next, random In atoms
were substituted with Ga atoms to obtain a 134-atom cell with an
In/Ga ratio of 1.455, In32Ga22O80. The structure was subsequently
melted at 3000 K for at least 10 ps in order to randomize the multi-
cation configuration and to stabilize the total energy. Next, liquid
quench simulations were performed as follows. Each structure was
cooled to 2500 K at an MD rate of 100 K ps�1 and then rapidly
quenched to 100 K at a 200 K ps�1 rate. An energy cut-off of 260 eV
and a single G-point method were used during the melting and
quenching processes. Finally, each structure was equilibrated at
300 K for 6 ps with a cut-off energy of 400 eV. All MD simulations
for non-stoichiometric amorphous oxides were carried out in the
NVT ensemble with the Nose–Hoover thermostat using an integra-
tion time step of 2 fs.

Two density values were employed in this work: (i) a density
of 6.71 g cm�3 was calculated based on the crystalline densities
of the fractional constituents (7.12 g cm�3 for In2O3 and
6.44 g cm�3 for Ga2O3) and the resulting value was reduced by
3% to represent the less-dense amorphous case; and (ii) a density

of 6.07 g cm�3, which is found from the energy–volume curve for
the amorphous In–Ga–O using 10 independent MD realizations
for each density, Fig. 1(a). On average, the total energy difference
between the cells with the two densities (6.07 and 6.71 g cm�3) is
only 15 meV per atom, and some individual configurations have
similar total energy, Fig. 1(a). This implies that the density of
amorphous In–Ga–O is likely to be highly sensitive to the growth
method and (post)deposition conditions and may vary within a
wide range of values.

To accurately determine the structural preferences of hydro-
gen in amorphous In–Ga–O, we chose the structure with an
optimal density of 6.07 g cm�3 and with a total energy that is
closest to the average value among 10 realizations with this
density, Fig. 1(a). Next, 134 structurally-unique interstitial sites
for a single H radical were found as follows. First, 1000 ‘‘trial’’
locations for H within the amorphous In–Ga–O structure were
determined using a 3-dimensional mesh with a 0.1 Å step.
Second, the distance from H to its nearest neighbor atoms was
calculated for every H position, and for each of the 134 atoms in
the cell, a list of possible distances from H to the given atom as
the nearest neighbor was recorded and plotted in Fig. 1(b).
Finally, the longest distance at which the atom remains the
nearest neighbor of H was chosen to be the initial position for a
single interstitial H radical (represented by the black line in
Fig. 1(b)). The resulting 134 configurations with a single H near
an In, Ga, or O atom were optimized within DFT using the PBE
functional. For the optimization, a cut-off energy of 500 eV and
a 4 � 4 � 4 G-centered k-point mesh were used; the atomic
positions were relaxed until the Hellmann–Feynman force on
each atom was below 0.01 eV Å�1. The formation energies were
calculated based on the total energies obtained for the fully-
relaxed structures according to the following equation:

DEformation(m) = E(IGO:H) � [E(IGO) + m(H)], (1)

where m is the hydrogen chemical potential calculated based on
half of the total energy of the H2 molecule.

Fig. 1 (a) Calculated total energy of amorphous In–Ga–O as a function of
cell density. Ten independent MD realizations (liquid quench followed by
equilibration) for each density were performed. (b) 1000 ‘‘trial’’ positions for
H atoms are represented by the distance from H to its nearest neighbor In
(purple), Ga (green), or O (red) atom. The black line connects the longest
distances at which the given atom remains the nearest neighbor of H. In
each of the 134 initial configurations, a single interstitial H radical was placed
near one of the 134 atoms at this longest distance from the given atom.
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The electronic properties of the PBE-optimized amorphous
In–Ga–O structures with and without H doping were calculated
using the self-consistent hybrid Heyd–Scuseria–Ernzerhof
(HSE06) approach35,36 with a mixing parameter of 0.25 and a
screening parameter a of 0.2 Å�1. Next, the electronic band
structure, density of states, and charge density distributions
were calculated. To quantify the localization of the electronic
states, the inverse participation ratio (IPR) of an orbital Cn(-ri)
was found from ab initio density-functional calculations accord-
ing to the following equation:

IPR Cnð Þ ¼ N

PN
i¼1

Cn ~rið Þj j4

PN
i¼1

Cn ~rið Þj j2
����

����
2
; (2)

where N is the number of volume elements in the cell and i is
the index of the volume element. A higher IPR value represents
stronger localization for the given state, while a delocalized
state with equal atomic orbital contributions from all atoms in
the system corresponds to an IPR value of 1. In addition, Bader
charge analysis in the Voronoi volume around each atom37 was
performed for the valence and conduction states. These calcu-
lations provide a significantly more accurate description of the
electron localization in disordered oxide materials – especially
near low-coordinated atoms with strong distortions in the first
shell where the charge distribution is likely to be non-spherical
– as compared to the traditional electronic structure tools such
as atom-resolved density of states calculations, which rely on a
fixed cut-off radius around atoms.

The PBE-optimized atomic structures and HSE06-calculated
charge densities were plotted using VESTA software.38 To
analyze the structure of individual atoms, the average first-
shell M–O distance for each M–O polyhedron can be calculated
according to:39,40

lav ¼

P
i

li exp 1� li

lmin

� �6
" #

P
i

exp 1� li

lmin

� �6
" # ; (3)

where the summation runs over all oxygen neighbors of a
particular metal atom and lmin is the shortest M–O distance
in the given M–O polyhedron. Next, the first-shell effective
coordination number (ECN) for each atom is calculated
according to:

ECN ¼
X
i

exp 1� li

lav

� �6
" #

: (4)

In addition, we calculate the distortion of each In–O polyhe-
dron, s2, characterized by the standard deviation of the indivi-
dual M–O bond length (li) from the average M–O bond length
(lav) for the given polyhedron.

Vibrational density of states (VDOS) calculations provide
crucial information about local bonding and an accurate
assessment of the dynamical stability of a model.41 The VDOS

is also an observable which can be obtained by inelastic
neutron scattering experiments. In this work, evaluation of
the vibrational properties was carried out by minimizing the
atomic forces and total energies of the H-free and H-doped
structures with an energy cut-off of 600 eV, an electronic
convergence criterion of 10�8, a force minimization criterion
of 0.008, and lattice vector relaxation to attain zero pressure
with a single k-point (G). This was followed by evaluation of the
normal modes by the method of finite differences where each
atom was displaced by 0.015 Å in six directions (�x, �y, �z).
The classical normal modes are obtained by diagonalization of
the Hessian matrix, constructed based on the calculated atomic
forces. The VDOS is defined as:

gðoÞ ¼ 1

3N

X3N
i¼1

d o� oið Þ (5)

where 3N is the total number of modes with N being the
number of atoms and oi is the eigen-frequency of the ith
normal mode. We evaluated the VDOS by using Gaussian
broadening42 with s = 12.0 cm�1.

Additional information can be obtained from the vibrational
density of states by atom decomposition. The partial VDOS is
then defined as:43

gaðoÞ ¼
1

3N

XNa

i¼1

X
n

eni
�� ��2d o� onð Þ (6)

where |en
i |2 is a square of an eigenvector, Na is the number of

atoms of the a species, and gðoÞ ¼
P
a
gaðoÞ.

Similar to the case of electrons, we can obtain the Vibra-
tional Inverse Participation Ratio (VIPR) from the normalized
displacement vectors. We define the VIPR as

IðonÞ ¼

PN
i¼1

uin

�� ��4
PN
i¼1

uin

�� ��2� �2
(7)

where ui
n is the displacement vector of the ith atom at normal

mode frequency on. A low value of the VIPR indicates an evenly
distributed vibration among different atoms, while higher values
imply that only a few atoms oscillate in that normal mode. To
further understand the origin of different localization, the VIPR
can be decomposed into atomic species contributions.44 This
decomposition is evaluated so that the total VIPR is the sum of
individual contributions, i.e., I onð Þ ¼

P
a
Ia onð Þ.

Infrared (IR) and Raman spectroscopy are widely used
characterization techniques and are indispensable in the case
of H-doped materials. Advances in accurate ab initio-based
modeling of the vibrational, IR and Raman spectra have
provided an essential tool to compare with experimental obser-
vations and, hence, to better understand the underlying proper-
ties of materials.45,46 The absolute infrared (IR) activities are
obtained by the square of the change in the macroscopic
polarization with respect to displacements along the normal-
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mode; Born effective-charge tensors provide the change in the
polarization with respect to atomic displacements.46,47

2 H passivation of low-coordinated
oxygen

Similar to covalent Si-based semiconductors, the ionic oxides
develop localized states near the band edges and deep inside
the gap upon amorphization.48 Fig. 2(a) shows the strongly
localized states near the top of the valence band of amorphous
In–Ga–O, while Fig. 2(b) illustrates the charge density distribu-
tion calculated for the highest-energy occupied state. These
valence-band localized states are attributed to the non-bonding
O-p-orbitals, and only a few oxygen atoms in the cell contribute
to the charge density. To understand the origin of the p-orbital
localization, we analyze the oxygen effective coordination num-
ber (ECN), eqn (4), in amorphous oxides. It has been shown
earlier that the degree of localization of the non-bonding O-p-
orbitals in amorphous indium oxide correlates with specific
symmetry in the 4-coordinated O–In polyhedra, e.g., pairing up
of large In–O–In angles (1501), or with 3-coordinated oxygen
atoms that have all three In neighbors in the plane with the
oxygen atom they surround.19 It was also found that among the
typical post-transition metal dopants (Ga, Zn, and Sn) in
amorphous In-based oxides, Ga is expected to provide the best
environment for attracting H to form M–OH defects, given the
fact that monoclinic Ga2O3 has the lowest oxygen coordination
(ECN = 2.32, 2.84, and 3.39 for the three O types), followed by rutile
SnO2 (ECN = 2.96), whereas all oxygen atoms are 4-coordinated in
crystalline In2O3 and ZnO. The trend in the crystalline oxides agrees
with the calculated fraction of under-coordinated oxygen atoms in

amorphous In–X–O for X = Ga, Sn, or Zn.23 Accordingly, in
amorphous In–Ga–O, the fraction of O atoms with ECN below
2.80 increases from 4% in Ga-free amorphous indium oxide to 31%
in a-In–Ga–O at an In : Ga ratio of 4 : 123 and continues to rise with
the Ga content, reaching 37% in a-In–Ga–O structures with an
In : Ga ratio of 6 : 4.20

The fraction of low-coordinated oxygen atoms depends not
only on the cation composition, but also on the oxygen stoi-
chiometry and density of the amorphous oxide material, since
both govern the disorder in polyhedra sharing, i.e., their pack-
ing. It was shown that the number of low-coordinated oxygen
atoms (ECN o 2.80) increases to 50% when the oxygen
stoichiometry decreases from (In,Ga)2O2.96 to (In,Ga)2O2.93.20

Simple In : O ratio considerations cannot explain this increase;
hence, changes in the polyhedra network that enhance the
structural disorder are likely to be the reason for the larger
amount of under-coordinated oxygen atoms in the structures
with low oxygen content. In this work, we also study the effect
of density on the oxygen coordination distribution and find
that the fraction of O atoms with ECN below 2.80 become as
large as 74% when the density of the (In,Ga)2O2.96 cell with high
Ga content (In : Ga ratio of 6 : 4) is reduced from 6.71 g cm�3 to
6.07 g cm�3. Since the energy difference between the cells with
the two densities is only 15 meV per atom, Fig. 1(a), the fraction
of the low-coordinated oxygen is expected to be extremely
sensitive to the choice of growth technique and the deposition
conditions and may vary within a broad range, based on our
theoretical estimates, from 37% to 74%, in the oxide structures.

Even when the low-coordinated O atoms represent the
majority species, namely, 74% in a-In–Ga–O with high Ga
content and a low density of 6.07 g cm�3, only a few of these
O atoms lead to strong localization, Fig. 2(b). First of all, we

Fig. 2 (a) Total density of states (DOS) and state localization represented by the inverse participation ratio in H-free a-In–Ga–O and partial DOS for
oxygen p-states on average and for the O atom that shows the largest localization at the top of the valence band (VB). (b) The calculated total charge
density distribution within the top of the VB in the H-free a-In–Ga–O unit cell reveals several non-bonding O-p-orbitals with strong charge localization.
Large purple (green) spheres represent In (Ga) atoms and small red spheres are O atoms. (c) Three pairs of dangling O-p-orbitals that give the largest
charge contributions (boxed in (b)). The nearest neighbor metal polyhedra highlight the fact that the non-bonding O-p-orbitals are oriented by pointing
away from a metal atom on either side of each orbital. (d) The calculated formation energy of the structures with M–OH defects is plotted as a function of
the Bader charge contribution from the oxygen in the OH defect to the top of the VB in H-free a-In–Ga–O. (e) The charge density distribution within the
top of the VB reveals passivation of one of the dangling O-p-orbital pair in the structure with the lowest formation energy.
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find that the charge localization is strongest when a pair of
O-p-orbitals is oriented along a specific common direction
pointing away from any metal atom, Fig. 2(c), i.e., avoiding an
overlap with a metal s-orbital on either side of each of the two
p-orbitals. Further analysis suggests that p-orbital localization
occurs at the low-coordinated oxygen atoms (ECN = 2.4–3.0)
that also (i) have longer than usual In–O and/or Ga–O distances,
i.e., weaker O–M bonds, for example, 2.2 Å for In–O and 2.0 Å
for Ga–O, whereas the typical distances are 2.14 Å and 1.85 Å,
respectively; or (ii) belong to neighbor vertexes with asymmetry
in the MO polyhedra sharing, e.g., three or two edge-shared
metals for one oxygen and one edge-shared metal pair, two
corner-shared metal pairs or three corner-shared metal pairs
for the neighboring O atom, Fig. 2(c). The sharing asymmetry
leads to a charge imbalance for the two oxygen sites and arises
due to the differences in the In–In and Ga–Ga distances
associated with the different ionic sizes of Ga and In, and also
due to the different sharing preferences of In (edge-sharing)
and 4-coordinated Ga (corner-sharing). Therefore, the disorder
in polyhedra sharing in the multi-cation oxide with mis-
matched cation characteristics governs the localization on the
O-p-orbitals.

To determine the probability of H passivation of the non-
bonding (dangling) O-p-orbitals, we calculated the formation
energy of 80 different H-doped amorphous In–Ga–O structures
where a single interstitial H radical is placed at an initial
location in the vicinity of one of the 80 oxygen atoms in the
134-atom cell. Upon structural optimization, we find that 62
configurations result in the formation of an M–OH defect with
O–H distances of 0.98–1.05 Å. Fig. 2(d) shows the calculated
formation energy of the M–OH defects for each case as a
function of the Bader charge contribution from the corres-
ponding oxygen to the top three highest-energy valence bands
(VB) in the H-free structure. We find that the configuration with
the lowest formation energy corresponds to H bonding to an
oxygen that had moderate Bader valence charge, 2%, before
H doping. Moreover, the formation energy of the structures
with H bonded to an oxygen atom with high Bader VB con-
tribution (8–11%) in the H-free oxide is comparable to the
average value of all configurations with different M–OH defects,
Fig. 2(d). In other words, oxygen atoms with strongly localized
dangling O-p-orbitals do not show a clear preference to attract
hydrogen. At the same time, H-passivation of a dangling
O-p-orbital is evident from the charge density distribution plots
for the H-free and H-doped structures, compare Fig. 2(b) and (e),
and also confirmed by the fully suppressed Bader VBM charge
contribution from the oxygen and suppressed partial density
of states for the oxygen atom, which, upon H passivation,
resembles the average O curve in Fig. 2(a). Interestingly, the
localization on the second dangling p-orbital that belongs to
the neighbor O atom is also diminished, while the Bader charge
on the other group of localized O-p-orbitals slightly increases
for this configuration. This is the first evidence that H doping
affects the structure and electronic properties over a longer
range and not only in its immediate vicinity. We note here that
the changes in the total density of states are negligible and the

top of the valence band still features strongly localized states
associated with the localized O-p-orbitals located away from the
hydrogen. This will likely make it difficult to observe the H
passivation of non-bonding O-p-orbitals experimentally.

Thus, hydrogen effectively passivates individual localized
O-p-orbitals, and our estimates suggest that an H concentration of
E1.1 � 1021 cm�3 (two H atoms per 134-atom cell) may passivate
most of the strongly localized non-bonding O-p-orbitals in the
amorphous In–Ga–O under investigation. However, we do not
find an energy preference for the hydrogen to passivate the
dangling bonds with the strongest localization. Moreover, the
existence of many solutions with different OH defect locations in
amorphous In–Ga–O and the similarity of the corresponding
formation energies, DEformation(OH), that differ by only 1.75 eV per
cell = 13 meV per atom, Fig. 2, lead us to make three important
conclusions: (1) there must be other reasons for energy gains upon
H doping apart from the dangling bond passivation; (2) complete
passivation of the localized sub-bandgap states may not be
achieved; and (3) the abundance of energetically favorable positions
for hydrogen is likely to promote OH bond migration within the
disordered material, suggesting that the H may leave previously
passivated non-bonding O-p-orbitals.

3 M–OH vs. M–H–M defects

In the previous section we discussed the formation of OH defects
and the effect on passivation of non-bonded p-states of low-
coordinated oxygen atoms. Metal under-coordination is also com-
mon in amorphous oxides of post-transition metals owing to the
weak ionic nature of the M–O bonding. For example, even in fully-
stoichiometric amorphous In2O3 with a near-crystalline density of
7.1 g cm�3, the distribution of the In coordination numbers ranges
from 4.3 to 6.4, although the conduction band is delocalized.19 In
sub-stoichiometric a-In2O3�x, oxygen deficiency may result in severe
metal under-coordination, causing strong electron localization near
the bottom of the conduction band or the formation of deep subgap
states.19,23 Therefore, if stable M–H–M defects are formed, H doping
may affect the transport properties of the materials.

For amorphous In–Ga–O with density 6.07 g cm�3 and
moderate sub-stoichiometry, (In,Ga)2O2.96 (one oxygen defect
per 135-atom cell), the individual effective coordination num-
bers range from 4.2 to 6.0 for In (average ECN(In) = 5.2) and
from 3.9 to 5.1 for Ga (average ECN(Ga) = 4.2), and the bottom
of the conduction band remains delocalized, Fig. 2(a). To
determine whether under-coordinated metal atoms attract
hydrogen to form M–H–M defects, we calculated the formation
energy of H-doped amorphous In–Ga–O where a single inter-
stitial H radical is placed near each atom in the cell, Fig. 1(b). As
mentioned in the previous section, upon structural optimization,
62 out of the total 134 configurations result in the formation of
M–OH defects with O–H distances of 0.98–1.05 Å. Another 39
configurations have an In atom as the nearest neighbor of H,
and the remaining 33 configurations have a Ga atom as the nearest
neighbor of H. The optimized In–H and Ga–H distances for the
nearest neighbors of H range within 1.67–2.02 Å and 1.56–1.94 Å,
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respectively, and on average are equal to 1.83 Å and 1.71 Å,
respectively. With a single exception, these distances are longer than
the corresponding distances in InH3 (1.68 Å) and GaH3 (1.48 Å),
suggesting that the metal–hydrogen bonding is weak in the
amorphous oxide. Importantly, all In–H distances in amorphous
In–Ga–O are notably shorter than those in H-doped crystalline
In2O3, 2.13 Å,17,18 as should be expected from the lower In
coordination and stronger distortions in In–O polyhedra in the
amorphous oxide.19

Fig. 3(a) shows the calculated formation energies for all
134 configurations in order. The formation energy of nearly all
M–OH defects is lower than that of M–H–M defects, independent
of whether the nearest neighbor of H is In or Ga. The lowest-
energy In–H–M (Ga–H–M) defect is 1.18 eV per cell = 9 meV per
atom (1.48 eV per cell = 11 meV per atom) higher than the lowest
M–OH case. These statistically-reliable results clearly suggest
that hydrogen in the form of M–OH defects will prevail in
amorphous In–Ga–O.

Next, we calculate the IR spectrum for several M–OH and
M–H–M cases to determine the differences in the IR frequencies
associated with the H defects, Fig. 3(b) and (c). In agreement
with prior measurements,20,21 the M–OH defect has a primary
peak at around 3000 cm�1. Based on the calculated partial
vibrational density of states (VDOS), Fig. 3(f), we find that there

are two secondary, low-intensity peaks associated with hydrogen
in these configurations with M–OH, namely, at about 1070 cm�1

and 870 cm�1. For the M–H–M defects, the primary peak is at
B1800 cm�1 and the secondary peaks are at B800 cm�1 and
B730 cm�1. For some configurations, the secondary peaks are
close to the highest frequencies from the lattice, suggesting a
substantial interaction of H with the lattice. The results are in
excellent agreement with the observations for H-doped In–Ga–
Zn–O.21

Importantly, we find that the H interaction with its next
nearest neighbors plays a key role in the position of the main
frequency peak for the M–OH defects. This is illustrated in
Fig. 3(d), where the frequency is plotted as a function of the H
distance to its first and second nearest O neighbor and its
nearest M neighbor. Although H is strongly bonded to its first-
neighbor oxygen atom, as signified by the OH distance of
around 1 Å, the orientation of the OH bond may vary signifi-
cantly with respect to the surrounding lattice, with H pointing
toward a nearby O or M atom. The proximity of the second O
neighbor to the hydrogen determines the frequency: it is low
(2294 cm�1) for the shortest second O-neighbor distance of
1.5 Å and high (3594 cm�1) when this distance is longest, 2.2 Å,
and comparable to that for the nearest metal neighbor of H,
Fig. 3(d). Examples of the local structure near the M–OH defects

Fig. 3 (a) Calculated formation energy of the 134 optimized configurations of H-doped a-In–Ga–O. The type of defect is determined by the type of the
nearest neighbor of H (O, In, or Ga). (b) Calculated IR-spectrum for H-free a-In–Ga–O and the case with M–OH that has the lowest formation energy.
The inset shows the calculated charge transfer for the HO bond with positive (yellow) and negative (blue) charge density distributions. (c) Calculated IR-
spectrum for H-free a-In–Ga–O and the H-doped case that corresponds to the M–H–M defect with the lowest formation energy. The inset shows the
calculated charge transfer for the In–H–In bond with positive (yellow) and negative (blue) charge density distributions. (d) IR-frequency of M–OH defects
as a function of the H distance to its first and second nearest O neighbor (red crosses and red diamonds, respectively) and the nearest M neighbor (purple
diamonds). (e) Calculated IR-spectrum for representative H-doped a-In–Ga–O structures with M–OH defects. The shaded areas highlight the frequency
ranges where peaks associated with the OH defect appear. (f) Calculated atom-resolved vibrational density of states (VDOS, solid lines) and vibrational
inverse participation ratio (VIPR, circle markers) for the a-In–Ga–O case with M–OH that has the lowest formation energy.
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in the two configurations that result in the highest and the
lowest OH frequency are shown in Fig. 4. The results clearly
imply that the structural richness in the immediate environ-
ment of an OH defect in the disordered material is the reason
for the broad frequency range for the OH defect. We must note
that the OH frequency values do not correlate with the for-
mation energy of the M–OH defect; conversely, the observed
broad absorption band indicates that most of the OH defects in
various environments are likely to co-exist in the amorphous
oxides.

Finally, we analyze the formation of M–OH and M–H–M
defects using charge transfer calculations, see the inserts in
Fig. 3(b and c). The strong covalent OH� bond is confirmed by
the positive charge density (yellow) on the hydrogen side facing
toward the oxygen and the negative (blue) charge density
transferred from the other H side that faces outward, see the
insert in Fig. 3(b). Small positive charge contributions on the
next-nearest neighbor oxygen atoms are also seen from the plot,
highlighting their importance in the vibrational frequency of H, as
discussed above. The strong OH� bonding is also accompanied by
elongation and hence weakening of all three metal–oxygen bonds
in the M–OH defect. Specifically, the average elongation of the In–O
(Ga–O) bonds for the oxygen atoms in the M–OH defects (average
over 62 configurations or 173 M–O pairs) is 0.154 Å (0.149 Å),
while individual values range from �0.106 Å to 0.732 Å (0.111 Å to
0.701 Å). Note that all Ga–O bonds show an elongation, while a few
In–O bonds shrink; the average and the largest changes are similar
for Ga and In. The results not only confirm the formation of strong
covalent OH� bonds, but also suggest that the presence of the OH�

defect and the elongation of the associated metal–oxygen bonds
may lead to bond reconfiguration for the next-nearest neighbors of
the defect and beyond.

For the higher-energy (less-favorable) configurations that
correspond to the formation of M–H–M defects, the calculated
charge transfer reveals that the H radical gains an additional
electron from the neighboring metal atoms (blue) and becomes
H� with spherical charge density centered on H (yellow), see the
insert in Fig. 3(c). Because the optimized M–H distances are
longer than those in the corresponding hydrides (see above), this
H defect corresponds to a weakly-bonded interstitial hydrogen.

Yet, the presence of anion H� affects the M–O distances of its
nearest neighbor metal atoms. We calculate the lav values, eqn (3),
for the first two nearest-neighbor metal atoms of hydrogen in all
structures with M–H–M defects and compare them to the values for
the corresponding metal atoms in the H-free structure. We find
that the first-shell In–O (Ga–O) distance, lav, increases by 0.02 Å
(0.05 Å) on average over 72 configurations that have M–H–M
defects, with the largest changes in lav found to be equal to
0.09 Å (0.10 Å) for In–O (Ga–O). Although the values are small
due to the averaging over all M–O bonds of M atoms (including
those in the opposite direction from H), the changes in lav are
positive for all Ga and for 80% of In atoms; hence, the effect of
H doping in increasing the neighbor M–O distances is similar for
both M–H–M and M–OH defects. The longer M–O distances,
expected from the presence of an additional anion (H�), imply
that both H defects alter the oxide lattice.

It should be noted that the low coordination and strong
distortions of MO polyhedra originate from disorder and,
hence, may occur even in fully-stoichiometric amorphous
oxides.19 As the concentration of the under-coordinated and
under-shared metal atoms increases for lower oxygen content,
the formation energy of the M–H–M defects will decrease, as it
was shown earlier.20

4 Effect of H doping on the oxide
lattice

A comparison of the calculated IR-spectra for the In–Ga–O
structures before and after H doping, Fig. 3(b and e), reveals
that significant changes occur in the IR frequencies below 800
cm�1 upon introduction of H, i.e. the lattice itself is altered by
the presence of H. To understand the nature of the structural
transformations, we compare the calculated atom-resolved
vibrational density of states (VDOS) and the IR spectra for the
H-free and H-doped structures, Fig. 5(a). The partial VDOS
clearly suggests that H-induced changes occur in the oxygen
states for the entire range of frequencies, i.e., within the high-
frequency range, 400–800 cm�1, which is dominated by the
oxygen VDOS owing to its much lighter mass, and within the
low-frequency range, below 400 cm�1, governed by the collec-
tive motion of In, Ga, and O.

In most of the cases considered, the IR-intensity increases
within the high-frequency range, 400–800 cm�1, as shown in
the left and middle panels of Fig. 5(a), which illustrate two
representative cases of In–Ga–O structures with M–OH defects.
Only a small fraction of cases, 15%, exhibit negligible or small
negative changes within this frequency range. One such case is
shown in the right panel of Fig. 5(a); it belongs to a structure
with an M–H–M defect, although a similar behavior is found in
a few configurations with M–OH defects. Overall, our results
suggest that, independent of the type of H defect, the presence
of hydrogen is likely to have a considerable effect on the oxygen
IR-characteristics.

For the low-frequency range, below 400 cm�1, we find that the
changes in the IR spectra can be explained by a transformation

Fig. 4 Structure in the vicinity of the OH defects with the lowest and the
highest IR-frequency. Distances to the nearest neighbors of H are shown.
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in the polyhedral network of the amorphous structure. Because
In is heavier than Ga, the In peak in the VDOS is at slightly lower
frequency than the Ga contribution to the VDOS, Fig. 5(a).
Therefore, changes in the IR-spectrum below 200 cm�1 should
signify network reconfiguration for the InO polyhedra, while
changes within 200–300 cm�1 correspond to a rearrangement in
the GaO network. The intermediate range represents collective
vibrational modes from shared InO–GaO polyhedra. Accordingly,
we find that redistribution between edge- and corner-shared In–
In and In–Ga pairs increases the IR-intensity below 200 cm�1 as
shown in the middle panel of Fig. 5(a and b). Specifically, the
number of corner-shared In–In and In–Ga pairs decreases from
83 to 78 and from 105 to 101, respectively, while the number of
edge-shared polyhedra is rearranged so that it increases from
36 to 41 for In–In and decreases from 38 to 36 for In–Ga upon H
doping. These sharing transformations lead to a considerable
increase in the IR intensity below 200 cm�1. At the same time,
changes in the Ga–Ga sharing are insignificant for this configu-
ration (there are 13 (29) edge- (corner-)shared Ga–Ga pairs in the
H-free structure and 12 (30) pairs after H doping), and accord-
ingly the IR spectrum differences before and after H incorpora-
tion are minimal within 200–300 cm�1. Another configuration
undergoes a different network transformation, Fig. 5(a and b),
left panel: a decrease in the number of edge-shared Ga–Ga pairs
from 13 to 10 and an increase of corner-shared Ga–Ga pairs from
29 to 36 is accompanied by changes in the Ga–In edge-shared
numbers but not in the In–In network. This leads to more

pronounced changes within 200–300 cm�1 as compared to those
below 200 cm�1, in agreement with the frequency ranges governed
by the atom types of distinct masses. Finally, we find that changes
in the IR-intensities are small in the configuration with an M–H–M
defect, Fig. 5(a and b), right panel. Nevertheless, a similar behavior
can be observed: a decrease in the IR spectrum for frequencies
below 200 cm�1 is in accord with a reduced number of In–In
corner-shared pairs upon H doping.

The above transformations in the polyhedra network indicate
that H induces a substantial bond reconfiguration in the dis-
ordered oxide lattice. The changes are initiated by the structural
rearrangements in the vicinity of H: we have shown above that
both M–OH and M–H–M defects increase the M–O distances for
the nearest-neighbor metal atoms. To determine how widespread
the H effect on the lattice is, the individual structural character-
istics of all metal atoms in the cell are compared before and after
H doping. Specifically, the difference in the ECN and s2 values for
each In and Ga atom in the fully-relaxed amorphous In–Ga–O
structures before and after H doping is plotted as a function of its
distance from the hydrogen, Fig. 6. First of all, the results that
combine 134 configurations for H-doped In–Ga–O reveal that
both M–OH and M–H–M defects have a pronounced effect on
the individual characteristics of In and Ga located as far as 9 Å
away from H (our cubic cell side is about 12 Å). This means that
even at zero Kelvin, i.e. with no thermal fluctuations in the lattice,
an extensive bond reconfiguration occurs across the entire cell
during the structure relaxation. It is initiated by the local, i.e.,
nearest-neighbor, changes induced by the presence of H (see
Section 2), and leads to a long-range ripple effect promoted by
the ionic nature of the M–O bonding. Given the differences
between the In–O and Ga–O bond strengths (the energy of
dissociation is 346 and 374 kJ mol�1, respectively), In and Ga
atoms exhibit distinct behaviors that also depend on the type of H

Fig. 5 (a) Calculated atom-resolved vibrational density of states (VDOS)
for H-free a-In–Ga–O (dash line) and for three representative H-doped
a-In–Ga–O cases (solid line) with M–OH (left and middle panel) and
M–H–M (right panel). The corresponding differences in the IR spectra of
the H-doped and H-free cases are shown in the bottom panels. (b) The
total number of face-, edge-, and corner-shared In–In, In–Ga, and Ga–Ga
pairs in H-free a-In–Ga–O (dash line) and in the corresponding cases for
H-doped a-In–Ga–O (solid line). The H-free and all H-doped cases are
fully relaxed.

Fig. 6 Difference in the effective coordination number (ECN) and M–O
distance variance, s2, calculated for each In and Ga atom in the fully-
relaxed amorphous In–Ga–O structure before and after H doping, plotted
as a function of the metal’s distance from the hydrogen. The results shown
are for 62 structures with M–OH defects (a) and for 72 structures with M–
H–M defects (b). (c) Structural changes upon the formation of an OH
bond.
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defect and the location with respect to H. Specifically, the results
allow us to derive the following conclusions:

(i) Both In and Ga atoms in the immediate vicinity of the OH
defect, 2–3 Å away from H, show the largest changes in the
ECN, both positive and negative, Fig. 6(a). An example of an In
atom changing its coordination (along with its sharing with the
neighboring polyhedra) upon OH formation is shown in
Fig. 6(c). Farther away from H, around 5–6 Å, a notable fraction
of In (Ga) atoms decrease (increase) their coordination with
oxygen atoms. Overall, the changes in ECN(In) are greater than
in ECN(Ga), consistent with the weaker In–O bonding and the
fact that Ga has satisfied its coordination with oxygen, being
4-fold on average.

(ii) In contrast, changes in the polyhedra distortions are
more pronounced for individual Ga than for In, cf., Fig. 6(a).
A notably large fraction of Ga atoms have Ds2 E �0.03 Å2, and
this decrease in the polyhedra distortions occurs for Ga atoms
located within a broad range of distances, 2–9 Å away from H,
Fig. 6(a). For In, the changes in Ds2 appear to be distance-
dependent – positive within the 3–4 Å range and negative
otherwise. The larger changes in the Ga–O polyhedra distortions
are consistent with the stronger Ga–O bonding, suggesting that Ga is
likely to benefit from the H-induced bond reconfiguration, which
allows Ga to attain a more uniform first-shell environment. Impor-
tantly, the suppressed distortions in the GaO polyhedra have been
shown to lead to significantly larger contributions from the Ga states
to the conduction band near the Fermi level, and hence to better
hybridization with In and enhanced electron mobility.20

(iii) Both In and Ga nearest neighbor atoms of the interstitial
H exhibit the largest decrease in the ECN values, while the ECN
changes farther away from H are mostly positive for Ga and
both positive and negative for In, Fig. 6(b). Interestingly, the
changes in ECN(In) are comparable to those for M–OH defects,
whereas Ga shows significantly less change in its coordination
than it did in structures with M–OH defects.

(iv) Similar to the cases with M–OH defects, a large fraction
of Ga atoms have Ds2 E �0.03 Å2 within distances of 4–8 Å away
from H, Fig. 6(b). Overall, the changes in Ga (In) polyhedra
distortions are smaller (larger) in the structures with M–H–M
than those with M–OH.

It must be stressed that the above individual changes in the
local structure of In and Ga—both distance-to-H and H-defect-
type-dependent—arise from the bond reconfiguration and
rearrangement in the polyhedra sharing. The average changes
in both the ECN and s2 values (averaged over all In or Ga atoms
in the 134 configurations) are close to zero, making it challen-
ging to detect the H-induced changes experimentally. Never-
theless, the extent of the individual changes as well as their
collective nature implies that the calculated formation energy
of H defects in amorphous In–Ga–O includes the energy gain/
loss associated with the bond reconfiguration and structural
modifications within the cell. This finding explains the substantial
energy differences for the cases where hydrogen bonds to oxygen
atoms that have similar characteristics in their local structure (i.e.,
ECN, lav, s

2): the two oxygen atoms may have different medium-
range structural features (next-nearest neighbor sharing, etc.) that

will yield a different lattice response during the structural relaxation.
The lattice contributions to the total energy of the optimized
structure may also be the reason for the unexpectedly high formation
energy in the cases where H is found to passivate a strongly-localized
non-bonding O-p-orbital and, vice versa, the low formation energy for
the cases with no apparent p-state passivation, cf., Fig. 2(d).

5 H effect on the electronic properties

The long-range structural changes induced by H doping in the
amorphous In–Ga–O structure will alter the electronic properties
of the oxides. To illustrate this, we first calculate the charge density
distribution for the conduction states in H-free amorphous In–Ga–O
and compare to that in the H-doped structure (here, we study the
lowest-energy case of the structure with an M–OH defect), Fig. 7(a).
Clearly, there is significant charge redistribution in the entire cell
after H doping: (i) new metal atoms located far away from H are
found to contribute to the conduction states upon doping (positive
green color in the charge difference plot); (ii) many metal atoms that
used to contribute to the conduction band in the H-free structure
have reduced or suppressed contributions in the H-doped case
(negative blue color in the charge difference plot); and (iii) the
conduction charge density appears to shift away from the M–OH
defect.

We also calculate the Bader charge contributions from individual
In and Ga to the conduction band for several H-doped cases and

Fig. 7 (a) Charge density distribution in the conduction band for H-free a-
In–Ga–O and H-doped a-In–Ga–O with M–OH defects with the lowest
formation energy and the difference between the two charge density
distributions showing the charge redistribution by the positive (green) and
negative (blue) charge. (b) Difference in the Bader charge %-contributions
to the bottom of the conduction band from individual metal atoms as a
function of their distance from the H defect in H-doped a-In–Ga–O. (c)
Inverse participation ratio for the electronic states, see eqn (2), in H-free
and three cases for structures with M–OH defects resulting in a deloca-
lized conduction band (red), strongly localized states near the Fermi level
(green), and deep trap states (blue). (d) The charge distribution between
two under-coordinated In atoms surrounded by GaO polyhedra, resulting
in the deep trap state shown in (c).
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compare to those in the H-free case. The difference is plotted as a
function of the metal distance from the H atom, Fig. 7(b). As should
be expected from significant changes in the ECN and s2 values of
individual M atoms located far away from hydrogen (Fig. 6), sub-
stantial positive and negative changes in the Bader contributions
occur for atoms as far as 8 Å away from the H atom. As one can
clearly see from Fig. 7(b), In atoms have larger charge redistribution
than Ga; this is also expected from the larger changes in the ECN(In)
values.

It has been shown earlier that In governs the conduction
states in many amorphous multi-cation oxides owing to its
lower ECN associated with weaker bonding as compared to
other post-transition metals such as Ga or Zn.19,22,23 Moreover,
combined theoretical and experimental studies for amorphous
In–Ga–O with variable Ga content have shown that the structural
morphology plays a key role in the carrier mobility.24 Specifically, it
was found that alignment of GaO polyhedra favors the formation of
long-range chains of under-coordinated InO polyhedra that provide
conductivity paths for free electrons. The chain-like polyhedra
network helped explain the unexpectedly high electron mobility
in amorphous In–Ga–O samples with over 40 at% Ga.24

Similar arguments can be put forward for H-doped In–Ga–O:
as shown above, hydrogen initiates an extended bond reconfi-
guration and rearrangement of shared polyhedra in the lattice,
enabling Ga to improve its local environment—as evident from
the suppressed distortions in a large fraction of GaO polyhedra,
Fig. 6. This comes at a cost of reduced coordination of a large
fraction of In atoms that give away the oxygen atoms in the
weakest In–O bonds to their Ga neighbors. The spatial distribution
of the under-coordinated In atoms, specifically, the formation of
extended chains of under-coordinated under-shared InO poly-
hedra, was shown to be favored energetically and contribute to a
more uniform distribution of the conduction charge density, and
thus to govern the electron mobility in the amorphous oxide
semiconductors.19,23 Accordingly, we find that the low-energy
configurations for H-doped amorphous In–Ga–O correspond to
the delocalized conduction band, Fig. 7(c). In these configura-
tions the structural rearrangement—for example, the enhanced
Ga–Ga corner-sharing, left panel of Fig. 5(b), which prevents Ga–Ga
clustering, shown to be detrimental to the electron mobility22—
promotes a more uniform distribution of the extended conduction
states. The latter is associated not only with percolation-like chains
of under-coordinated In atoms but also with better hybridization
between In and Ga states that originates from both a more uniform
distribution of In and Ga (no clustering) and suppressed distortions
of GaO polyhedra.20 Indeed, the energy dispersion calculations,
Fig. 8(a), reveal that 40% of all relaxed structures with an OH defect
(24 out of 62 total) have a wider conduction band (up to 1.75 eV) as
compared to that of the H-free oxide (1.71 eV). The average width of
the lowest conduction band among all 62 cases with an OH defect is
1.69 eV. The calculated electron velocity, obtained at the half-filled
conduction band, is 1.5 � 106 m s�1. On the other hand, the
structures with M–H–M defects show a significant reduction of
the width of the lowest conduction band, Fig. 8(a), which ranges
from 1.23 eV to 1.58 eV and averages at 1.46 eV among the 72
structures with an M–H–M defect. The resulting electron velocity

for the half-filled conduction band is reduced to 1.3� 106 m s�1.
All the above supports an earlier conclusion that OH and not
M–H–M defects are responsible for the observed 70-fold increase
in the electron mobility in H-doped amorphous In–Ga–O.20

The calculated optical absorption for H-free and H-doped
a-In–Ga–O, shown in Fig. 8(b), reveals that both OH and H
defects lead to a larger free carrier concentration as signified by
the higher absorption peak at about 0.5 eV associated with
intraband transitions within the partially filled conduction
band, as compared to the H-free oxide. Estimates of the
number of free carriers are beyond the scope of this work as
those require additional extensive calculations to determine the
equilibrium oxygen stoichiometry and defect concentrations.
The optical band gap does not change upon the formation of
OH defects and is only slightly reduced when M–H–M defects
are present.

Despite the outlined advantages of H doping for the transport
properties of amorphous oxide semiconductors, larger concentra-
tions of hydrogen may have a detrimental effect on the electron
mobility. Among several high-energy cases with M–OH defects, we
find examples where H-induced bond reconfiguration leads to
severe under-coordination of a few In atoms instead of a uniform
distribution of In with moderate under-coordination. Clustering
of highly-under-coordinated non-shared In atoms (ECN = 3.8 and
3.9 and an In–In distance of 3.01 Å) results in electron trapping
and the formation of a deep defect state about 2 eV below the
Fermi level, Fig. 7(c and d). We find that about 20% of the total
cases with M–OH, all having Eformation = +0.35 eV or above, result
in a deep-trap defect. This implies that the concentration of deep
defects is likely to be small; however, a further increase in the H
concentration may contribute to a larger amount of deep electron
traps, limiting the free carrier concentration and causing negative
bias illumination stress (NBIS) instability, which hampers the
material’s progress toward application in display technologies.21

Furthermore, about 7% of the cases with M–OH defects (with
Eformation = +0.05 eV or above) lead to the formation of strongly
localized states near the Fermi level, Fig. 7(c). These localized states
also originate from under-coordinated non-shared In atoms (ECN =
3.9 and 4.4 and an In–In distance of 3.36 Å); however, the two In

Fig. 8 (a) The electronic band-like structure calculated along the [111]
direction of the cubic cell for the H-free a-In–Ga–O structure and the
structures with M–OH and M–H–M defects having the lowest formation
energies for each defect type. (b) Calculated optical absorption for the
H-free and H-doped In–Ga–O as obtained from DFT-HSE calculations.
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atoms have primarily In atoms as their neighbors, which leads to
better hybridization with the conduction states – unlike the deep
localized states of the In–In cluster surrounded by GaO polyhedra,
Fig. 7(d), which have higher-energy 4s0-states as compared to the
5s0-states of indium and, hence, prevent the trapped electron from
escaping. The localized states near the Fermi level will cause strong
electron scattering and deteriorate the overall carrier mobility in the
material. Therefore, we expect that the mobility enhancement
associated with H-induced changes in the network morphology is
likely to occur only up to an H concentration of about 1.1 �
1021 cm�3 (two H atoms per 134-atom cell); a further increase in the
H content is likely to lead to deteriorated transport properties and
pronounced NBIS instability.

We should stress here that the formation of deep traps and
localized states in the conduction band is due to the structural
rearrangement caused by the presence of H in the disordered
oxide and not due to an oxygen reduction; the oxygen stoichiometry
remains fixed in our structures before and after H doping. The
possibility of H passivation of such strongly localized defects and
its effect on the carrier mobility go beyond the scope of this work;
earlier studies suggested that the energy of formation of M–OH and
M–H–M becomes comparable in the case when strongly localized
defects are present in non-stoichiometric oxides.20

6 Ab initio MD modeling of H defects

In the sections above, we considered 134 configurations by
placing a single interstitial H radical in the vicinity of every
atom in the 134-atom cell in order to determine the most stable
positions for H within the disordered lattice and to compare
the resulting structural and electronic characteristics of the
different configurations. While the approach helped reveal the
unique behavior of H in disordered oxide materials, such
theoretical studies are extremely time-consuming and require
enormous computational resources.

Here we propose an alternative approach that involves ab
initio molecular dynamics simulations at room temperature to
find stable H defects and quickly optimize the surrounding
morphology, since bond reconfiguration is enhanced by ther-
mal fluctuations. The room-temperature simulations ensure
that hydrogen motion within the lattice is facilitated by thermal
fluctuations of the surrounding atoms, helping H to find its
optimal energetically-preferred position. The study is inspired
by the recent MD simulations that have shown a vigorous
motion of H within the amorphous In–Ga–O lattice and its
preference to spend most of the time bonded to an oxygen.20

First, we choose 20 random locations for initial placement of
a single interstitial H radical in a 134-atom amorphous In–Ga–
O cell. The only restriction for these sites is that the distance
from the H atom to its nearest neighbor is at least 1.7 Å, which
roughly corresponds to the In–H bond in InH3. To demonstrate
the advantages of the new approach, we fully optimize the
structures by allowing the positions of all atoms in the H-doped
cell to be relaxed using atomic force and energy minimization.
The calculated formation energies of the relaxed H-doped

structures are shown in Fig. 9(a) where red (blue) crosses
correspond to M–OH (M–H–M) defects. Similar to the calcula-
tions above, the type of defect was determined by the nearest
neighbor atom and its distance to H. We find that out of
20 random H positions, only three cases resulted in the
formation of strong covalent O–H bonds (with an O–H distance
of E1.0 Å), albeit two of them had the lowest formation energy,
including one that passivated a strong non-bonding O-p-
orbital. The remaining 17 cases corresponded to an M–H–M
defect with the lowest formation energy being comparable to
that of the M–OH cases. Clearly, the random choice of the
initial H positions in the zero-K-relaxed structures provides an
incomplete defect picture by missing low-energy solutions.
Next, we run ab initio molecular dynamics simulations at
300 K for about 50 ps for each structure using a 0.5 fs
integration step (resulting in about 90 000 MD steps for each
structure). The MD simulations were followed by full structural
relaxation at zero K for all 20 configurations. The results are
shown in Fig. 9(a) where red (blue) solid diamonds correspond
to M–OH (M–H–M) defects. Strikingly, all but two cases now
correspond to an M–OH defect and most of the structures

Fig. 9 (a) The calculated formation energy for the 20 cases for H-doped
a-In–Ga–O after initial relaxation using DFT-PBE at zero-K (cross markers)
and after MD simulations at 300 K for 45 ps and subsequent structure
relaxation using DFT-PBE at zero-K (diamond markers). The structures
with M–OH (red markers) and M–H–M (blue markers) are determined by
the type of the nearest neighbor of H. (b) Distance from the H atom to its
nearest neighbor atoms as a function of time in MD simulations at 300 K
for three representative structures with M–OH defects. (c) Structural
changes illustrating the switch between two OH bonds in Case A at
different times in the MD simulation. (d) Polyhedra structure in the vicinity
of stable M–H–M defects.
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lowered their energy (one of them by as much as 2.44 eV). Most
importantly, the resulting formation energy distribution resembles
the curve obtained by our computationally-intensive calculations,
Fig. 3(a), suggesting that the combination of room-temperature MD
simulations with zero-K structural relaxation proves to be an efficient
approach to find the most energetically favorable H defects.

Moreover, the MD simulations provide an additional insight
into the complex H behavior. At room temperature, atomic
fluctuations promote H motion to find its thermally-stable
position. We analyzed the H trajectory as well as the structural
characteristics of the nearest neighbor atoms that H passes or
bonds to during the 50 ps MD run. Among the 20 configurations
considered, we identify the following characteristic patterns of
the H behavior, shown in Fig. 9(c):

(Case A) The initial zero-K relaxation results in a Ga–H–Ga
defect with a high formation energy of 1.27 eV. It takes only 220
MD steps (0.11 ps) for H to move away from the two Ga atoms
and bond to an oxygen atom that has a Bader VBM charge
contribution of 4% in the H-free structure. However, this bond
remains stable for only 13 ps; then H moves and bonds to
another O atom (having a negligible Bader VBM charge con-
tribution of 0.3% before H doping) and maintains a strong
covalent bond with this oxygen for at least 36 ps. Analyzing the
structures before and after the switch, shown in Fig. 9(b), we
find that the first oxygen gains two Ga–O bonds and increases
its coordination from 2 (while being bonded to H) to 4 (after H
leaves). At the same time, the second OH bond is on the line
connecting two under-coordinated O atoms, so that the OH–O
angle is 1751. This configuration corresponds to the lowest-
energy structure with an M–OH defect upon structural relaxa-
tion at zero-K, gaining as much as 1.55 eV due to bond
reconfiguration in the lattice, which outweighs the energy gain
from H passivation of the first O atom that H encounters.

(Case B) The initial relaxed location of H prior to the MD run
is 2.66 Å away from an oxygen dangling p-orbital, making a
contribution of 11% to the Bader VBM charge in the H-free
structure. Although there are 5 other oxygen atoms that are
closer to H (with distances ranging from 2.16 to 2.62 Å), it takes
only about 2 ps for the H atom to move toward the oxygen with a
highly localized p-orbital and form a stable bond with the O
atom. The Bader VBM contribution from this oxygen diminishes
to 0.2%, confirming the passivation. The OH bond remains
stable for more than 45 ps (red line), while H keeps its distance
to a second oxygen at about 1.6 Å during the MD run (black line).
Such a configuration results in an IR frequency of 3040 cm�1, as
found from the calculations described in Section 2, Fig. 3(d).

(Case C) In this configuration, there are three O atoms that
the H atom spends time bonded to by forming a ‘‘strong’’
covalent bond – as determined by the characteristic H–O
distance of 1.0 Å. The longest time stretch that H spends
bonded to one of the O is about 15 ps; then it switches between
two low-coordinated O atoms for a few to ten ps periods. This
intensive switching corresponds to the lowest IR frequency of
2290 cm�1 obtained among all cases considered. This configu-
ration does not gain any energy after the MD run and final
optimization as compared to the initial relaxation, suggesting

that no bond reconfiguration occurs in the lattice on a long-
range scale.

MD simulations also allow us to make important conclu-
sions regarding the stability of M–H–M defects. As mentioned
above, out of 20 random locations of H, 17 cases resulted in an
M–H–M defect after the initial relaxation at zero-K. Upon MD
runs at 300 K, only two cases remained, whereas in the other 15,
hydrogen moved to bond to an oxygen to become an M–OH
defect, Fig. 9(a). For the two remaining cases of M–H–M, we
find that the total energy gain after the final relaxation is
negligible in one case and only 0.17 meV per cell in the other
case, which means that no favorable transformation in the
lattice occurred. Analyzing the structure of these M–H–M
defects and also comparing the structural characteristics to
those in other unstable M–H–M defects, we find that:

(i) M–H defects with an O atom being the second nearest
neighbor of hydrogen (with an O–H distance greater than the
shortest M–H distance, i.e., 1.7 Å for In–H and 1.6 Å for Ga–H)
are unstable at room temperature and become OH defects.
Stable defects with interstitial hydrogen can only form between
at least two low-coordinated metal atoms. In other words, an
isolated low-coordinated highly-distorted metal atom may
attract hydrogen to compensate for the lack of oxygen but will
not be able to keep it at 300 K.

(ii) Mixed-metal defects, e.g., In–H–Ga, are unstable during the
MD runs at room temperature. We believe that the reason for this is
the different vibrational motion of the two cations of distinct
masses along with the weak M–H bonding, so that H� is unable
to stabilize the mixed-metal complex at room temperature.

(iii) The formation of stable In–H–In and Ga–H–Ga defects
occurs when H becomes trapped between two under-
coordinated metal atoms that do not share any oxygen between
them, Fig. 9(d). The latter condition is important in order to
avoid the possibility of OH bonding. We find that in both stable
In–H–In and Ga–H–Ga defects, the nearest oxygen atom is at
least 2.46 Å away from the hydrogen. Another crucial factor in
forming a stable In–H–In or Ga–H–Ga defect is that the
majority neighbors of both In and Ga atoms in the defect
complex are Ga atoms. The strong Ga–O bonding in their
second and third shells around the defect complex ensures
that even at room temperature (1) oxygen motion in the vicinity
of the defect is rather restricted, suppressing the probability of
OH bonding; and (2) both metal atoms in the H defect maintain
their low coordination and hence prefer to keep the hydrogen
anion to compensate for the lack of oxygen. The bigger (smaller)
mass of In (Ga) is in accord with the lower (higher) IR frequency for
the In–H–In (Ga–H–Ga) defects, namely, 1577 cm�1 (1812 cm�1).

It must be noted that H-trapping between two low-coordinated
metal atoms does not represent passivation of metal s-orbitals. In
the two cases of stable In–H–In and Ga–H–Ga defects, both In and
Ga atoms reduce their coordination upon H doping by giving away
some of the weakly-bonded first-shell oxygen atoms to their second
and third-shell Ga neighbors. This is consistent with our
calculations for a larger statistical ensemble, Fig. 6(b). In other
words, H is attracted to a pair of metal atoms and gets trapped
due to subsequent lattice reconfiguration. To further support
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our conclusion, we analyze the charge density distribution, Fig. 7(a),
and the Bader charge calculations for the bottom of the conduction
band of the H-free structure. Both show negligible contributions
from the In and Ga atoms involved in the stable M–H–M defects; at
the same time, metal pairs with significant charge accumulation do
not result in thermally-stable H defects. Hence, we do not find
evidence for H passivation of the under-coordinated atoms in
amorphous In–Ga–O with an oxygen stoichiometry of (In,Ga)2O2.96

(one oxygen defect per 135-atom cell); however, lower oxygen content
is likely to favor the formation of M–H–M defects, as indeed was
found in ref. 20, as well as H passivation of strongly localized trap
states.

7 Conclusions

Using computationally-intensive ab initio molecular dynamics
simulations and accurate density-functional calculations, the struc-
tural and electronic properties of amorphous In–Ga–O with 134
different H positions are thoroughly investigated. Analysis of the
statistically-viable results reveals that the formation of H defects is
primarily driven by the short- and long-range bond reconfiguration
in the disordered oxide structure rather than by H passivation of
under-coordinated atoms. Although hydrogen effectively passivates
individual dangling non-bonding O-p-orbitals, the formation
energy and thermal stability of the resulting covalent OH� bonds
largely depend on the structural features of the surrounding MO
polyhedra and also whether a specific H placement in the structure
can facilitate an extended lattice response that lowers the total
energy of the structure. The abundance of M–OH defects with
similar formation energies in structurally-distinct environments is
in accord with the observed wide range of IR absorption frequen-
cies caused by OH and implies that bond fluctuations associated
with the weak metal–oxygen bonding in the ionic oxide material
will promote vigorous OH bond switching and migration through
the amorphous lattice. The results also help formulate the struc-
tural conditions for an interstitial H to get trapped between two
under-coordinated under-shared metal atoms to form stable M–H–
M defects even in nearly-stoichiometric In–Ga–O with a low
concentration of oxygen defects.

Most importantly, the results of this work demonstrate that
the long-range structural transformations caused by H doping
have a dramatic effect on the charge density distribution in the
conduction band of amorphous In–Ga–O. Hydrogen initiates
metal–O bond reconfiguration in its vicinity, which is further fueled
by the differences in the bond strengths of In and Ga with oxygen
and their sharing preferences and by the lack of periodicity. These
changes contribute to a more uniform morphology (chains rather
than clusters of specific polyhedra), better hybridization between the
In and Ga states, and extended conductivity paths made by under-
coordinated In, and hence are responsible for the observed 70-fold
mobility increase in the amorphous wide-bandgap In–Ga–O.

The thorough understanding of the microscopic properties
of H-doped amorphous In–Ga–O as well as the proposed novel
approaches for computationally-inexpensive modeling and
comprehensive analysis of H defects in amorphous oxides will

be instructive for future investigations of the complex H
behavior in disordered materials.
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