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Mobile computingrepresentsa new paradigmthat aimsto provide continuousnetwork connectivityto usersregaidlessof
their location. To realizethis aim, it is necessaryo designdistributedalgorithmsthat explicitly accountfor host mobility
and the physicalconstraintsassociatedwvith suchnetworks. This paper presentsa operationalsystemmodelfor explicitly
incorporatingthe effectsof hostmobility with appropriate costmeasues. It pointsout the drawbacksof executingdistributed
algorithmsin this modelthat are not explicitly designedfor mobile hosts. To overcomethe resouce constraintsof mobile
hosts,we proposea two tier principle for structuring distributedalgorithmsfor mobile hostsso that the computationand
communicatiorrequirmentsof an algorithmis borneby the static hoststo the extentpossible.In addition, sincelocation of
a mobilehostcould changeafter initiating a distributedcomputationand befole receivingthe result,location managemendf
mobile participantsneedto be explicitly integratedwith algorithm design.

1 Introduction

A wide spectrumof portable,personalizeccomput-
ing devicesrangingfrom laptop computersto handheld
personaldigital assistantshasrecentlybeenintroduced.
Their explosivegrowth hassparkedconsiderablénterest
in providing continuousetworkcoveragdo suchmobile
hosts (MHs) regardlessof their location. Mobile hosts
have primarily beenusedas “virtual desktops”enabling
remoteaccesso information storedat fixed hosts, e.qg.
electronicmail andmessagingervices.However,exam-
ples of collaborativeapplicationsbetweenmobile users
have begunto emepge as well, e.g the WirelessCoyote
project [16], and manipulatingthe stateof an electric-
ity network by field engineersequippedwith handheld
mobile devices[14].1t hasalsobeenpredicted[29 ] that
with the proliferationof personalmobile computersnew
techniquesrerequiredto manageshareddatadistributed
in such computers.

The designof distributedalgorithmsand protocols
has traditionally beenbasedon an underlying network
architectureconsistingof static hostsi.e., the location of
ahostwithin the networkdoesnotchange.Consequently,
in the absenceof site andlink failures, the connectivity
amongsthostsin the networkremainsfixed. Distributed
algorithmsthus assumea model comprisingof a set of
processesgexecutingon static hosts, that communicate
by messagesver point-to-pointlogical channels.Each
channelmay spanmultiple physicallinks of the network;
this set of links and the hostsat the endpointsof the
channeldoesnot changewith time. However,this model
fails to capturethe featuresand constraintsof mobile

1 A preliminaryversionof this paperappearedn [6].

hostsanddistributedalgorithmsdesignedor this model,
thereforeneedto be restructuredo tackle hostmobility.

To facilitate continuousetworkcoveragdor mobile
hosts,a staticnetworkis augmentedvith mobilesupport
stationsor MSSsthat are eachcapableof directly com-
municatingwith MHs within a limited geographicaarea
(“cell”), usually via a low-bandwidthwirelessmedium.
In effect, MSSsserveasaccesgointsfor a MH to con-
nect to the static network and the cell, from which a
MH connectsto the static network, representsts cur-
rent “location”. MHs aretherebyableto connectto the
staticsegmenbf the network from differentlocationsat
differenttimes. Consequentlythe overall networktopol-
ogy changesdynamicallyas MHs move from one cell
to another. This implies that distributedalgorithmsfor
a mobile computing environmentcannotassumethat a
host maintainsa fixed and universally known location
in the network at all times; a mobile host must be first
located(“searched”)before a messagecan be delivered
to it. Further,ashostschangetheir locations,the phys-
ical connectivity of the network changes. Hence, any
logical structure,which many distributedalgorithmsex-
ploit, cannotbe statically mappedto a set of physical
connectionswithin the network. Second,bandwidthof
the wirelesslink connectinga MH to a MSS is sig-
nificantly lower than the (“wired”) links betweenstatic
hosts[5,26]. Third, mobile hostshavetight constraints
on power consumptionrelative to desktopmachineg[5,
13, 21], sincetheyusuallyoperateon stand-aloneources
suchasbattery cells. Consequentlythey often operate
in a “doze mode” or volumtarily disconnectfrom the
network. Lastly, transmissiorandreceptionof messages
overthewirelesslink alsoconsumegowerata MH, and



so, distributedalgorithmsneedto minimise communica-
tion over the wirelesslinks. Theseaspectsare character-
istic of mobile computingand needto be consideredn
the designof distributedalgorithms.

This paperfocusseson the designof disitributed
algorithmsin the presencef mobile hosts. It introduces
a operationalsystemmodel of a network with mobile
hosts and presentsa new set of messagecoststhat is
appropriatefor this model. 1t is first shownthat if a
distributedalgorithm, that is unawareof host mobility,
is directly executedat the mobile hosts,thenit incurs a
high “searchcost andviolatesthe constraintson power
consumptionand usageof the low-bandwidth wireless
links. Wethenproposea twotier principlefor structuring
distributed algorithms to bridge the resourcedisparity
betweenmobile hostsand the fixed network:

To the extentpossible,computationand communica-
tion costsof an algorithm is borne by the static por-
tion of the network. The core objectiveof the algorithm
is achievedthrough a distributedexcutionamongsthe
fixedhostswhile performingonly thoseoperationsat the
mobile hoststhat are necessaryor the desied overall
functionality.

In conjunctionwith this principle,we alsoneedstrategies
to track the location of “migrant’ MHs, i.e. MHs that
invoke a servicefrom the fixed network at one cell, but

move betweenseverallocations(cells) before receiving
the result. Therefore,to deliver the desiredresultto a

migrantMH, a distributedalgorithmmustnow explicitly

incorporatelocation managemenbf migrant MHSs in its

design.

The benefitsof the two-tier principle and various
location-managmenstrategiesfor migrant MHs, viz.
search,inform and proxy, are illustrated by structuring
a token-basedogical ring for mobile hosts. It is ob-
servedthat mobility introducesthe possibility of unfair
accesse® thetoken(circulatingin thelogical ring), and
we presenta schemeto ensureatmostone accesgo the
token by a MH per traversalof the ring. Lastly, we
consideran alternativeapproachfor mutually exclusive
accesdo the token amongstthe MHs, that doesnot re-
quire explicit location managementThis is achievedby
replicating token requestsat all locations(MSSSs).

2 The system model
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The term “mobile” implies able to movewhile re-
taining its network connections[22]. A host that can
movewhile retainingits networkconnectionss a mobile
host (MH). The infrastructuremachineshat communi-
catedirectly with the mobile hostsarecalledmobilesup-
port stations(MSS). A cell is a logical or geographical
coveragareaundera MSS. All MHs thathaveidentified
themselveswith a particularMSS, are consideredo be
local to the MSS. A MH candirectly communicatewith
a MSS (andvice versa)only if the MH is physically lo-
catedwithin the cell servicedby the MSS. At any given
instantof time, a MH may (logically) belongto only one
cell; its currentcell definesa MH’s “location”. In this
paper,we assumehatall hostsandcommunicatiorinks
arereliable. Further,for simplicity of presentationwe
assumehatall fixed hostsactasMSSsandusethe terms
MSS and “fixed host” interchangeably.

The systemmodel consistsof two distinct sets of
entities: a large numberof mobile hostsand relatively
fewer, but more powerful, fixed hosts (MSSs). The
number of MSSswill be denotedby N, and that of
MHs by Ny, with No, >> Nys All fixed hostsand
the communicationpaths betweenthem constitute the
static / fixed network. A MSS communicateswith the
MHs within its cell via a wirelessmedium. The overall
network architecturethus consistsof a “wired” network
of fixed hoststhat connectthe otherwiseisolated, low-
bandwidthwirelessnetworks,eachcomprisingof a MSS
andtheMHs localto its cell. Hostmobility is represented
in this model as migrationof MHs betweencells.

The static network providesreliable, sequencedie-

livery of messagebetweeranytwo MSSs,with arbitrary
messagéatency. Similarly, the wirelessnetwork within



a cell ensuredifo delivery of messagebetweena MSS
andalocal MH. If a MH did notleaveits cell, thenevery
messageaentfrom the local MSS will be receivedin se-
guenceby the MH. But, sincea MH may leaveits cell at
anytime, thesequencef messageseceivedatthe MH is

a prefix of the sequencef messagesentfrom the MSS.
So,a MH is requiredto senda leave(r) messagen the
MH-to-MSS channelsupplying the sequencenumberr

of the lastmessageeceivedon the MSS-to-MH channel.
After sendingthis messagethe MH neither sendsnor
receivesany othermessagevithin the currentcell. Each
MSS maintainsa list of ids of MHs that arelocal to its

cell; on receiptof leave()from a local MH, it is deleted
from the list. Converselywhena MH entersa new cell,

it sendsa join(mh-id) to the new MSS; it is thenadded
to thelist of local MHs at the new MSS.

A MH disconnectdy sendinga disconnect(r) mes-
sageto its local MSS M, wherer is the sequencenum-
ber of the last messaget receivedfrom M (similar to
a leave(r) message).M deletesthe MH from its list of
local MHs; howeverit setsa “disconnected'flag for the
particularMH-id. WhensomeotherMSSM’ attemptgo
contactthis MH (while it is disconnectedrom the net-
work), M informs M’ of the disconnectedstatusof the
MH. Later,the MH may reconnectita MSS N by send-
ing a reconnect(mh-idpreviousmss-id= M) messageN
informs M of the MH'’s reconnectionandasa result,M
unsetsthe “disconnected'flag for the MH while N adds
it to its list of local MHs.

Messagecommunicationfrom a MH h, to another
MH h, occursasfollows. h; first sendsthe messageo
its local MSS M; usingthe wirelesslink. M, forwards
it to M5, the local MSS of h,, via the fixed network. M,
then transmitsit to h, over its local wireless network.
However,sincethe locationof a MH changewwith every
move and its currentlocation is not universally known
in the network, M; needsto first determinewhereh; is
located before it can forward the messagerom h; to
M,. This is essentiallythe problemfacedby network-
layer routing protocolsfor mobile hosts,suchas|[9, 22,
28, 30]. Our systemmodelis not tied to any particular
routing schemeandinstead we assumehatany message
destinedfor a mobile hostincurs a fixed search cost

A typical measureof efficiency of a distributedal-
gorithm for fixed networksis the communicationcom-
plexity of the algorithm, viz. the numberof messages
exchangedn one executionof the algorithm. However,
with theintroductionof mobile hostsandtheir associated
resourceonstraintsthe communicatiorcomplexitymust
alsoincludethe seach cost i.e. the numberof messages
exchangedwithin the fixed network to locate a mobile
host. Further,sinceMHs havetight constraintson power
consumptiorand messagesenton the wirelesslinks re-

quire MHs to expendpower, communicatiorcomplexity
of a distributedalgorithm for MHs should explicitly in-
clude the numberof wirelessmessagesThus, our sys-
tem model containsthreecostmeasuregor countingthe
numberof messagegxchanged:

— Cixed — coOstof sendinga point-to-pointmessagée-
tweenany two fixed hosts.

— Cuireless— COstof sendinga messagdérom a MH to its
local MSS overthewirelesschanneandvice versa).

— Ceeach — COstincurred to locate a MH and forward
a messagdo its currentlocal MSS, from a source
MSS. A typical searchstrategyfor a MSS, e.g. [22],
would be to query all other MSSswithin a search
areato determineif a MH is local to its cell. The
MSS currently local to the MH will respond,and
the original MSS canthen forward a datapacketto
this MSS. Using such a searchstrategy,where the
searchcostis linearly proportionalto the numberof
locations (MSSS), Cseacr is €qualto  (Npss + 1) x
Cfixed-

Basedon the abovecostparametersa messagaentfrom
a MH to anotherMH incurs a cost 2 Cireless + Cseachs
while a messagesentfrom a MSS to a non-local MH
incurs a cost Cseach + Cuireless

3 Structuring distributed algorithms

Motivation

We castdistributedsystemswith mobile hostsinto a
two-tier structure: (1) a networkof fixed hostswith more
resourcesn termsof storage,computingand communi-
cation,and(2) mobile hosts,which may operatein a dis-
connectedr dozemode,connectedy a low-bandwidth
wirelessconnectionto this network. The guiding prin-
ciple for structuringdistributed algorithmsfor MHs in
this modelis thatthecomputatiorandcommunicatiorde-
mandsof a algorithm shouldbe satisfiedwithin the static
segmenbf the systento the extentpossible Below, we
presentjustificationsfor this choice:

O A messagesentfrom a MSS to a non-local mobile
hostincursa seach cost The sameis alsotrue for a
messagexchangedetweentwo mobile hostsin dif-
ferent cells. To reducethe searchcomponentof the
overall executioncost, it is desirablethat communi-
cation betweena fixed hostand a mobile host occur
locally within the samecell.

O The ability of a MH to operatewhile on the move,
requiresa stand-alonesourceof powerviz., batteries.
Given the limited life of batteries,power consump-
tion is a seriouspracticalconsideratiorata MH[5, 13,



21]. In additionto disk accesseandcpu operationsa
MH hasto expendits limited powerresourceso send
and receive wireless messagessuch a constraintis

not facedby messagesxchangedetweerfixed hosts
over the wired network. Additionally, wirelesschan-
nels havea significantly lower bandwidththanthose
within the fixed network. Thus, the numberof wire-

lessmessagegxchangedn any algorithm execution
shouldbe minimal, possiblyat the expensef a higher
numberof messagegxchangedvithin the fixed net-
work.

Thetwo pointsmentionedabovesuggesthat the data
structureencapsulatinghe“state” of analgorithmex-
ecution,shouldmostly resideat the fixed hosts;thus,
messagegeneratedo updatethesedatastructureswill
beaddressetb fixed hosts. Communicatiomecessary
to executean algorithm may be split into threecom-
ponents: global, local and seach. The global com-
ponentconsistsof messagesvhosesourceand desti-
nationareboth fixed hosts,e.g. to updateappropriate
datastructures,and mostly representghe communi-
cationnecessaryor the progresof an algorithmexe-
cution. Thelocal componentefersto communication
within a single wirelesscell betweena MH and its
local MSS, and will often be usedto initiate an al-
gorithm executionfrom a MH or to communicatehe
final resultof anexecutionfrom aMSSto alocal MH.
The searchcomponentconsistsof messageshat the
fixed hostsexchangeo determinethe currentlocation
of aMH sothata messagaddressedtb this MH, may
be forwardedto the appropriateMSS. Thus, our ap-
proachsuggestghat the global componentdominate
the overall communication.

The two unique modesof operationof mobile hosts
viz., disconnectedand “doze-mode”, provide com-
pelling agumentsagainstexecutingan algorithm di-
rectly on MHs. When operatingin a doze-modethe
MH shuts/slowsdown most of its systemfunctions
to reducepowerconsumptionandonly listensfor in-
comingmessagesLike disconnectionthisis a volun-
tary operation. However,the implicationsare differ-
ent. In doze mode,a mobile hostis reachablefrom
the rest of the systemand thus, can be inducedby
the systemto resumeits normal operatingmode, if
required. In contrast,disconnectionand subsequent
reconnectionis initiated from the mobile host; it is
cut off from the systemin the interveningperiod.

— A distributed algorithm designedfor the mobile
computing environment, should not require each
MH to participatein every executionof the al-
gorithm. Otherwise,it preventsthose MHs from
operatingin a doze-modethat neitherinitiated the

computationnor is the result of an executionsig-
nificant to themand consequentlyattemptsat con-
servingpower by operatingin doze-modeare com-
pletely thwarted. Thus, by downloadingmost of
the communicationand computationrequirements
to the fixed segmenbf the network, the statichosts
areresponsibldor the progresof an algorithmex-
ecution and a mobile host will not be requiredto
interveneunlessit is interestedin the outcomeof
the execution.

— Algorithmsthatdirectly executeat the mobile hosts
needto considerthe possibility that one or more of
the participantsmay disconnectwhile an execution
of the algorithm is in progress. This has a two-
fold effect: (1) the algorithmshouldbe designedo
handlea variable numberof participantswhile an
executionis in progressand (2) a searchoverhead
will be incurredif the remaining(mobile) partici-
pantsneedto be informedof a MH'’s disconnection
(andagainof its subsequenteconnection).Though
distributedalgorithmsfor staticsystemghatarede-
signedto be fault-tolerant,do handlechangesn the
numberof participantsijt is inefficient to tackledis-
connection®f mobile hostsusingthesealgorithms.
Disconnectionis a voluntary operationand there-
fore, a MH may inform the systemprior to anim-
pendingdisconnection:thus, disconnectionshould
not be associatedvith the samesemanticsas fail-
ure. The two-tier principle makesit easyto handle
disconnectionssincethefixed hostsareresponsible
for the progressof an algorithm execution,discon-
nectionof oneor moreMHs doesnot alterthe num-
ber of participantdn the algorithm. Further,prior to
disconnectingrom the network,a MH can down-
load any datato the fixed networkthatis necessary
for progressof the algorithm.

O Many distributed algorithms rely on an underlying

logical structure such as a ring [24], tree [3] or

grid[25], amongstthe participantsto carry out the

neededcommunication. The main purposeof such
a structureis to providea certaindegreeof orderand

predictabilityto the communicationamongstthe par-

ticipants; messagegxchangedvithin suchstructures
follow only selectedogical paths. Considernow, the
effects of the different operationalmodesof the mo-

bile hostson a logical structurecomprisingof MHSs.

— Disconnectiorof a mobilenodemayrequirethatthe
logical structurebe recorfigured, resultingin addi-
tional messagéraffic and possiblesearchoverhead.

— Further,a logical structurepredefineghe sequence
of nodesthat a messageshould traversestarting
from a given senderto its destination; thus, the
intermediatenodesif operatingin doze-mode are



forced to resumenormal operationto forward such
messages.

Thus, the cost of maintaining a logical structure
amongstthe mobile hosts may override the benefits
of using such an underlying structurefor algorithm
design. Instead,it may be possibleto obtain similar
benefitsby maintainingthe logical structureamongst

thefixed hostswithout experiencinghe disadvantages

associatedvith that of mobile hosts.

Structuring a token-based logical ring for
mobile hosts: A case study

A fundamentahlgorithmin distributedsystemson-
sistsof circulatinga tokenamongstparticipantsin a log-
ical ring. Eachparticipantexecutesas follows:

— wait receiptof tokenfrom its predecessoin thering;
— enter<critical region>, if desied,;
— sendtokento its successoin the ring.

Thealgorithmtrivially satisfiegwo importantproperties:
(1) mutualexclusionis trivially guaranteedo the current
holder of the token, and (2) it allows fair accesgo the
token by allowing each participantto accessthe token
atmostoncein onetraversalof the ring.

This simplealgorithmhasbeenusedfor diversepur-
posessuchas terminationdetection[12], mutual exclu-
sion [24], group membershipand message-orderingro-
tocols [15] in fixed systems. In a mobile environment,
the token canbe usedasa mechanisnfor distributedac-
cessto a sharedresource for reasonsof scalability and
for shielding the resourcemanagerfrom the effects of
mobility, e.g. for a databasenaintainedwithin the fixed
network, accessinghe token canimply grantinga lock
to a MH; thus,the logical ring providesa mechanisnfor
distributedlock accesgo mobile clients without requir-
ing the database’own lock managetto be awareof its
clients’ mobility.

Algorithm R-MH

Algorithm R-MH is a directimplementationof the log-
ical ring amongstthe mobile hosts, and representghe
extremecaseof executingan existing algorithm without
dueconsideratiorfor hostmobility andthe associatede-
sourceconstraints. Althoughcorrectnesf the algorithm
is not compromisedn this approachijt is insensitiveto
the resourceconstraintspecificto the mobile computing
environment:

— High seach cost Each messagédn the algorithmis
addressedo a mobile host and therefore,incurs a
seach cost Sincethe algorithm circulatesthe token

amongstall MHs, the overall searchcostincurredby
the algorithmis proportionalto N.

Excessiveaisageof wirelesdinks Both senderand des-
tination of eachmessageés a MH; the messagés thus
transmittedoverthe wirelesslinks betweerntherespec-
tive local MSSs of both the senderand destination
MHs. Therefore,the wirelesscost componentof ev-

ery messageén this algorithmis 2 x Celess-

The cost of eachmessagdto passthe token between
two adjacentMHSs in thering) is thus 2 x Cielesst
Cseach andthe overall costof the algorithmis Ny, x (2
X Cuireless + Csearn). Note thatthis costis independent
of the numberof mutual exclusionrequestssatisfied
in one traversalof the ring.

Powerconsumptiorat MHs The wirelesscomponent
of the overall costis indicative of the powerconsumed
at MHs for transmissionand receptionof messages.
Each messagdn this algorithm consumespower at
both the sender(to transmitit to the local MSS) and
the destination(to receivethe messagdrom its local
MSS). Thus, an executionof the algorithm requires
everyMH to expendpowerfor accessinghe wireless
link twice, andthe cumulativepowerconsumptiorfor
one executionof the algorithmis proportionalto 2 x
th.

Doze and disconnectednodes.  Algorithm R-MH
requiresthe participationof everyMH to maintainthe
logical ring and cannotthereforepermit any MH to
disconnect.To allow disconnectionsthe logical ring
will needto be reconfiguredamongstthe remaining
participants.Secondly,a MH operatingin dozemode,
is forcedto resumenormal operationon receiptof the
tokenfrom its predecessan thering. It mayrevertto
dozemodeafter forwardingthe token to its successor.
Thus,algorithmR-MH doesnotallow a MH to operate
in dozemodewithoutinterruption eventhoughit does
not needto accesghe sharedresourcgrepresentedy
the token);it muststill receiveand forward the token
to enableother MHs to accesghe resource.

It is importantto emphasizehere that the above

drawbacksare not intrinsic to the algorithm, but rather
stemfrom an inappropriateapplicationof the algorithm,

i.e. the logical ring is established amongstthe mobile

hosts Unlike fixed hosts,physicalconnectivityamongst
the mobile hostsis redefinedon every move andthis is

manifestedhroughan increasein the searchcomponent
of the algorithm; further, fixed hostsdo not suffer from

the constraintf powerconsumptiorandlow-bandwidth
wireless connectivity unlike mobile hosts. We remedy
these drawbacksbelow by applying the algorithm to

the mobile environmentin accordancewith the two-tier

principle.



Restructuring the logical ring using
the two-tier principle

The two-tier principle suggeststhat the logical ring

shouldbe establishedvithin the fixed network. The log-

ical ring now consistof all MSSswith the tokenvisiting

eachMSSin a predefinedsequence A MH that wishes
to accesghe tokenis requiredto submita requestto its

local MSS. When the token visits this MSS, all pend-
ing requestsare serially serviced. However,a MH may
have changedits location since submitting its request,
andtherefore the location of suchmigrantMHs needto

be explicitly managed.Below, we presenttwo location
managemenstrategiesyiz. seach and inform, for the
casewhenall MSSsconstitutethe logical ring.

An alternativemethodof structuringthe ring is to
partition the set of all MSSsinto “areas” and associate
a designatedixed host, called a proxy, with eacharea.
The tokennow circulatesonly amongsthe proxies,and
each proxy is responsiblefor servicing token requests
from MSSs within its area. A combinationof search
andinform strategieds usedto managethe location of
migrant MHs in this case.

SEARCH Strategy

Actions executed by a MSS M

O Onreceiptof arequesfor thetokenfrom alocal MH,
M addsthe requestto the rearof its requestgueue

O When M receivesthe token from its predecessoin
the logical ring, it executeghe following steps:

1. Pendingequestérom M’s requestjueuearemoved
to the grant queue
2. Repeat

— Removethe requestat the headof the grant
queue
— If theMH makingthe requesis currentlylocal
to M, then deliver the tokento the MH over
the wirelesslink.
— Else, searchand deliver the token to the MH
in its currentcell.
— Await return of the tokenfrom the MH.
Until grant queueis empty.
3. Forwardtokento M’s successoin the logical ring.

Actions executed by a MH h

O When h requiresaccessto the token, it submits a
requestto its current local MSS.

O TheMSSwhereh submittedts requestill eventually
sendthe tokento h. After h accessesghe critical
region, it returnsthe tokento the sameMSS.

The abovealgorithm assumeghat a MH doesnot
submita secondrequesif its previousrequeshasnotyet
beenserviced.Secondlywhena MH receiveshe token,
it mustreturnit to the senderMSS after accessinghe
critical region, i.e. it may not disconnectpermanently
after receiving the token.

Correctnessketch  Mutual exclusionis trivially guar-
anteedby the algorithm since atmostone mh may hold
the token at any given time. Next, considerwhy star-
vation doesnot occur,i.e. everyrequestsubmittedby a
mh is eventuallygranted.It needgo be shownthe token
cannot resideforeverat a fixed hostandthus, it eventu-
ally visits everyfixed hostin thering. First, notethatthe
maximumnumberof requestservicedoy aMSS holding
thetokenis bounded:only thoserequestshatweremade
prior to arrival of the token (sincethe token’slast visit)
areserviced.Whenthe tokenarrivesat a MSS, contents
of the requestqueueare transferredto the grant queue
new requestsare then addedto the requestqueue.Only
thoserequestghat belongto the grant queueare satis-
fied by the MSS. It follows thatthe grant queuecontains
atmostN,,, requestspne per mh.

Communicatiorcost

— Costincurred by the token for one traversalof the
logical ring : Npss X Ciixed

— Costof submittinga requestfrom a MH to its local
MSS: C:wireless

— Costof satisfyinga tokenrequest:Cseach + Cuireless
The abovecostis incurredfor a migrantMH sincethe
MSS (holding the token)first needsto searchfor this
MH andforward the tokento the MSS currentlylocal
to the MH.

— Costof returningthe tokenfrom a MH to the sender
MSS: C\Nireless+ Cfixed
The C;,eq cOmponenis incurredwhenthe MH returns
the tokenin a cell otherthan where it submittedits
request.

— Thus,the (worstcase)costof submittingandsatisfying
a Single FeqUeSﬁS 3 Cwireless+ Cﬁxed + Cseach-

Thetotal costof satisfyingK requestsn onetraversalof
the ring is thus,

K x (3 Cwireless+ C:fixed + Cseach) + Nmss X Cfixed

It isreasonabléo expectthatK < N, i.e. thenumberof

MHs requestingaccesdo the tokenin a singletraversal

of thering is muchlessthanthe total numberof MHs.
The benefitsof using the two-tier principle can be

guantfied by comparingthe communicationcostsof al-

gorithm R-MH andthe searchstrategy:

— ReducegowerconsumptionR-MH consumegpower
ateveryMH to to receiveandforwardthe tokenwhile,



afterpushingthelogical ring to thefixed network,only
those MHs that accesghe token expendpower, i.e.
the power consumptionof R-MH is proportionalto 2
Nmn While that of the searchstrategyis proportional
to 3K

— Fewerwirelessmessages.R-MH sent2N,;, wireless
messagesvhile only 3K wirelessmessagesre sent
whenthe MSSscomprisethe logical ring.

— SeachcostThetotal searchoverheadf R-MH is pro-
portionalto the numberof MHs andis independenof
the numberof mutual exclusionrequestssatisfiedper
traversalof the ring. In contrast,the searchstrategy
incurs a searchoverheadto locate only those MHs
thataccesshetoken;the total searchcostis therefore
proportionalto K, andindependentf N,

In addition to the above quantitativebenfits, R-MH is
vulnerableto disconnectionof any MH and a separate
algorithm will needto be executedto reconfigurethe
ring amongstthe remainingMHs. In comparisonwith
the logical ring within the fixed network, disconnection
of a MH that doesnot needto accesghe token, hasno
effect on the algorithm execution. Disconnectionof a
MH with a pendingrequestcan be easily handledsince
a “disconnected flag is set for the particular MH at
someMSS M within the fixed network: when a MSS
M’ (wherethe MH’s tokenrequestis pending)attempts
to forward the token to the MH, it is informed by M
of the MH’s disconnectiorand M’ can then cancelthe
MH’s pendingreques..

INFORM Strategy

An alternativeto the searchstrategyto locate a
migrant MH is to require the MH to notify the MSS
(whereit submittedits request)after every changein its
locationttill it receivesthe token.

Actions executed by a MSS M

O On receiptof a requestfrom alocal MH h, M addsa
request<h, M> to therearof its requestgueue

O Uponreceiptof ainform(h,M’) messagethe current
value of locn(h) is replacedwith M’ in the entry <h,
locn(hp in M’'s requestqueue

O On receipt of the token, M executesthe following
steps:

1. Entries from the requestqueueare movedto the
grant queue
2. Repeat

— Removetherequeskh, locn(h}>at the headof
the grant queue

— If locn(h) == M, then deliver the tokento h
over the local wirelesslink

— Else,forwardthetokento locn(h), i.e. the MSS
currentlylocal to h, which will transmitit to h
over the local wirelesscell.

— Await return of the tokenfrom h.

Until grant queueis empty
3. Forwardtokento M’s successoin the logical ring.

Actions executed by a MH h
O Whenh needsaccesdo the token,

— it submitsa requestto its currentlocal MSS, say
M, and
— storesM in the local variablereq_locn

O When h receivesthe token from the MSS req_locn
it accessethe critical region, returnsthe tokento the
sameMSS andthensetsreq_locnto L.

O After everymove, h now includesreq_locnwith the
join() messagei.e. it sendgoin(h, req_locn)message
to the MSS M’ uponenteringthe cell underM’.

— If req_locnreceivedwith the join() messagés not
1, thenM’ sendsa inform(h, M") messagdo the
MSS req_locn

Comparisonof seach and inform strategies To com-
parethe searchnadinform strategieslet a MH h submit
arequesat MSSM andreceivethetokenat M’. Assume
that it makesMOB numberof movesin the intervening
period. Then,after eachof thesemoves,a inform() mes-
sagewassentto M, i.e. theinform costis MOB x Cjyeq

In algorithmR-MSS:searchon the otherhand,M would

seach for the currentlocation of handthe costincurred
would be Cgeoen. Thus, the inform strategyis preferable
to searchstrategywhen MOB x Ciyeq < Ceeacn I-€., if

h change<ells “less often” after submittingits request,
thenit is betterfor h to inform M of everychangein its
location ratherthan M searchingfor h.

PROXY Strategy

The efficiency of searchand inform strategiesis
determinedby the numberof movesmadeby a migrant
MH. While a searchstrategyis useful for migrant MHs
that “frequently” changetheir cells, the inform strategy
is betterfor migrantMHs thatchangetheir locationsless
often. We now presenta third strategythat combines
advantage®f both searchand inform strategiesand is
tunedfor amobility patternwhereinamigrantMH moves
frequentlybetween‘adjacent” cells while rarely moving
betweennon-adjacentells.

The setof all MSSsis partitionedinto “areas”,and
MSSswithin the sameareais associatedvith a common



proxy. The proxy is a static host, but not necessarilya
MSS. The token circulatesin a logical ring, which now
comprisesof only the proxies. On receivingthe token,
eachproxy is responsibldor servicingpendingrequests
from its requestqueue Eachrequestin the queueis an
orderedpair<h, proxy(h)>, whereh is theMH submitting
the requestand proxy(h) representshe area,i.e. proxy,
where h is currently located. A MH makesa “wide
area” move, when its local MSS before and after the
move, are in differentareas,i.e. the proxiesassociated
its new cell is differentfrom the cell prior to the move.
Analogously,a “local area” move occurswhenits proxy
doesnot changeafter a move. This assumeghat a MH
is awareof the identity of the proxy associatedvith its
currentcell; this could be implementedby having each
MSS include the identity of its associatecproxy in the
periodic beaconmessage.

Actions executed by a proxy P

O Onreceiptof atokenrequesfrom aMH h (forwarded
by a MSS within P’s local area),the request<h, P>
is appendedo the rear of the requestqueue

O When P receivesa inform(h, P’) messagethe cur-
rent value of proxy(h)in the entry <h, proxy(h)> is
changedto P’.

O WhenP receiveghe tokenfrom its predecessan the
logical ring, it executeghe following steps:

1. Entries from the requestqueueare movedto the
grant queue
2. Repeat

— Deletetherequeskh, proxy(h)>from the head
of requestqueue

— If proxy(h)==P, i.e. h locatedwithin P's area,
then deliver the tokento h after searchingfor
h within the MSSsunderP.

— Else, forward the tokento proxy(h) (different
from P) which will deliverthetokento h after
a local searchfor h within its area.

— Await return of the tokenfrom h.

Until grant queueis empty
3. Forwardtokento P’'s successom the ring.

Actions executed by MH h

O When h requiresaccessto the token, it submits a
requestto its local MSS and storesthe identity of
the local proxy in init_proxy.

O Whenh eventuallyreceiveghetokenfrom init_proxy,
it accessedhe critical region, returnsthe token to
init_proxy and then setsinit_proxyto L.

O After a move, h sendsa join(h, init_proxy) message
to the new MSS.

— If init_proxy is not L, and init_proxy is different
from the proxy P’ servingthe new MSS, i.e. h has
madea wide-areamove,thenthe new MSS sendsa
inform(h, P’) messageo init_proxy.

Communicatiorcost  Let the numberof proxiescon-
stituting the ring be Ny, andthe numberof MSSsbe
Nimss the numberof MSSswithin eachareais thus Ny
! Nproxy- Let MOB¢e be the numberof wide-areamoves
madeby a MH in the period betweensubmittinga token
requestand receivingthe token; MOB,, representshe
total numberof local-areamovesin the sameperiod,and
MOB is the sum of local and wide areamoves.

Priorto deliveringthetokento a MH, a proxy needs
to locatea MH amongstthe MSSswithin its area We
refer to this as a local seach, with an associatedccost
C..seach andformulatethe communicatiorcostsasfollows:

+ Costof onetokencirculationin thering: Nyxy X Ciixed
» Cost of

— submittinga tokenrequestfrom a MH to its proxy:
Cwireless + C:fixed

— deliveringthe tokento the MH:
Cfixed +Cl-sea|ch + Cwireless
(the Cixeq term canbe droppedif the MH receives
the token in the sameareawhereit submittedits
request).

— returningthe tokenfrom the MH to the proxy:

Cwireless + C:fixed

Theabovecostsaddup to: 3 Cyirelesst 3 Crixed + Ci.seach
« Informing a proxy after a wide-areamove: Ciyeq

» The overall cost (worst case)of satisfying a request
from a MH, including the inform cost,is then

(3 Cwireless+ 3 Cfixed + Cl-sealch) + (MOBWide X Cfixed)

Comparisonwith seach and inform strategies It is

obvious that the cost of circulating the token amongst
the proxiesis lessthan circulating it amongstall MSSs
(asis thecasefor searchandinform strategiespy afactor
Noroxy / Nmss The costof circulating the tokenwithin the
logical ring is a measureof distribution of the overall

computationatvorkloadamongststatichosts. If all three
schemeservicethesamenumberof tokenrequestsn one
traversalof the ring, thenthis workloadis sharedoy Npss
in searchandinform schemeswhile it is spreadamongst
Noroxy fixed hostsunderthe proxy method. To compare
the efficiency of eachalgorithm to handle mobility, we

needto considerthe communicationcost of satisfying
token requests.



The three algorithmsincur the following coststo
satisfy a MH’s requestfor the token:

3 cwireless + C:fixed + Cseach L (SearCh)
3 Cwireless+ C:fixed + (MOB X C:fixed) ‘e (inform)
3 Cwireless+ (3 + MOBWide) X Cfixed + Cl-sear,h e (prOXY)

Basedon the above cost measuresijt can be seen
thatthe proxy schemeperformsbetterthan searchwhen:

(3 + MOBWide) X C:I‘ixed + Cl-sealch < C:fixed + Cseach
i'e'l MOBWide + 2 < (Cseach - Cl-sealch) / Cfixed “ee (I)

A typical searchstrategy,e.g. [22], for a MSS would be
to queryall otherMSSswithin a searchareato determine
if aMH islocaltoits cell. TheMSScurrentlylocalto the
MH will respondandthe original MSS canthenforward
a datapacketto this MSS. If N, is the numberof MSSs
within the searcharea the searctcostis equalto (Naea +

1) x Ceq- Usingsuchasearchstrategywherethesearch
costis linearly proportionalto the numberof locations
within the searcharea,formula (I) abovereducedo:

MOBWide < Nmss_ (NmSS/ Nproxy) - 2

i.e., the proxy schemeperformsbetterthan searchwhen
the numberof wide-areamovesmadeby a migrantMH
is two lessthanthe total numberof MSSsthatis outside
any given area.

Now comparethe proxy andinform schemes.The
proxy schemeincurs a lower cost to satisfy a token
requestwhen:

(38 + MOByjige) X Ciixed + Cisearn < (MOB + 1) X Ciseq
= Ciseach < (MOB — MOBiige — 2) X Ciyea

= Ciseacn < (MOBgey — 2) x Ciyeqe - - (I1)

Using a searchstrategybasedon [22], the costof a local

searchequals (NmsdNproxy + 1) X Crixeq, @and formula (11)
abovereducesto:

(Nmssl Nproxy) + 2 < Moaocal

i.e., when the numberof local-areamoves madeby a
migrantMH is two morethanthe numberof MSSunder
each proxy, the proxy schemeoutperformsthe inform
scheme.

Ensuring fair access to the token
regardless of mobility

In thealgorithmsthatwe havediscussedofar, there
aretwo entitieswhoselocationvarieswith time: (a) the
token, and (b) MHs. This allows for a situationwhere
a MH accesseshe token at its currentcell, movesto a
cell undera MSS thatis the next recipientof the token
in the logical ring, andaccessethe tokenagain. Thus,a

MH by virtue of its greatermobility (comparedo a sta-
tionary MH) could accesghe tokenmultiple timesin one
traversalof thering by the token,while a stationaryMH
canaccesshetokenatmostonce. If “fairness of access
amongstll MHs, independenbf mobility, is a desirable
goal, then additional synchronizationmechanismaeed
to be built into the algorithmto achievethis goal.

Note also that algorithm R-MH, which maintains
the logical ring amongstMHSs, allows fair accesgo the
token. Therefore,when we establishthe logical ring
within the fixed network, we needto also preservethe
functionality of algorithm R-MH by providing a scheme
that will ensurefair accesgo the token regardlesof a
MH’s mobility.

As an example,considertwo MHs h1 and h2 ini-
tially locatedin the samecell underMSS M1. Let MSS
M2 be the successoof M1 in the logical ring. If both
MHs contendfor thetokenat M1, thenbothrequestwill
be satisfiedwhenthe tokenreachedv1. Now, assumén2
movesto the cell underM2 and contendsfor the token.
If its requesis receivedat M2 prior to thetokenreaching
M2 from M1, thenh2 canaccesghe tokenfor a second
time. In contrast,if hl continuesto remainin M1's cell,
it canagainaccesghe tokenonly after the tokenrevisits
M1 after completingone traversalof the ring.

The scenariooutlined abovedoesnot causestarva-
tion, but it increasedhe delay for a “stationary’ MH to
accesghetoken. In theworstcase a tokenrequestfrom
a MH suchashl may be satisfiedonly after every other
MH has accessedhe token oncefrom eachof the Ny
cells, i.e. after atotal of (N, - 1) x Niss requestshave
been satidied.

Below, we presenta schemethat is applicableto
all threelocationmanagemenstrategieswhich prevents
a MH from accessinghe token more than oncein one
traversalof the ring, i.e. how often a MH can contend
for thetokenis not affectedby its mobility (or lack of it).

1. The token is associatedwvith a loop counter (to-
ken_va) which is incrementedevery time it com-
pletesone traversal.

2. EachMH maintainsa local counteraccesscount
whosecurrentvalue is sentalong with the MH'’s
requestfor the tokento the local MSS.

3. A pendingrequesis movedfrom therequestjueue
to the grant queueat the MSS (or proxy) holding
thetoken,only if therequest’saccess_courit less
thanthe token’s currenttoken_val

4. Whena MH receivesthe token, it assignghe cur-
rentvalueof token_valto its copy of access_count]




Note that in step (4) above,a MH’s access_count
is resetto the token’s currenttoken_val thus, evenif a
MH hasa low access_counit canthe accesghe token
only oncein a given traversal. With this scheme,the
numberof tokenaccesseX satisfiedin one traversalof
the ring is limited to N, (when the ring comprisesof
all MSSs),while K could be N,,ss X Ny, in the absence
of this scheme.ln effect, this schemerepresents trade-
off betweerffairness of tokenaccesamongsthe MHs
and satisfying as many token requestsas possible per
traversal.

Otheralternativecriteriafor “fairness” arealsopos-
sible. For example,a MH may be allowedto accesshe
token multiple times in one traversalof the ring, sub-
ject to the limitation thatits total numberof accesseso
the token not exceedthe currenttoken_val This crite-
rion can be implementedby modifying step (4) above,
asfollows: the access_coundf a MH is incrementecn
everyaccessinsteadof beingassignedhe currentvalue
of token_val

4 Substituting location management
with data replication

In the algorithmsthat we developedso far, explicit
location managemenstrategieswere incorporatedinto
the basealgorithm, viz. atokencirculatingwithin a log-
ical ring. This was neededto handlemigrant MHs. We
now considera totally differentalgorithmfor distributed
mutual exclusionthat is basedon replicating requests
at all MSSs.

Theadvantagef usingareplication-basedpproach
is thatlocationof migrantMHs do not needto be explic-
itly managedsinceregardles®f its currentlocation,the
local MSS hasa copy of a migrant MH’s pendingre-
guest. However, this also introducesa problemthat if
a MSS is presentlyservicinga MH’s request,no other
MSS should attemptto service anotherrequest;other-
wise, mutual exclusionwill be violated. This requires
that requestfrom MHSs be globally orderedamongstall
MSSs,andonly thefirst requesin this orderedsequence
be servicedat any time.

The problemof creatinga total orderof delivery of
messagesglso arisesin static systemsyiz. all common
recipientsof two messagem andn shouldeitherreceive
m beforen or vice-versa.However,we intendto usethe
orderingof message$or a different purposeviz. when
all requestsareglobally orderedthenonly the requesiat
the headof this order shouldbe servicedby exactlyone
MSS. Choice of this MSS is determinedby the current
locationof the MH that madethis request:its local MSS
can unilaterally decideto servicethe requestwith the
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assurancéghatno otherMSSwill simultaneouslyprocess
any anotherrequest.

Below, we presenbur algorithmfor distributedmu-
tual exclusionfor mobile hoststhat is derived from a
message-orderingrotocol [10] for static systems.

Actions taken by a MH

O EachMH h maintainsalocal counter,h_counf which
is incrementedorior to submittinga new requestfor
mutual exclusion. A requestfor mutual exclusion
req(h,h_count)is submittedto its local MSS.

O On a move, h includesits currentvalue of h_count
with the join() messagdo its local MSS.

O Whena MH receivesa grant messagdrom its local
MSS, it accesseshe sharedresourceandthenreplies
with arelease(hh_count)messagéo its currentlocal
MSS.

Actions taken by a MSS

O EachMSS maintainsa deliveryqueueof pendingre-
guests;eachrequests flaggedas eithedeliverableor
undeliverable andis assigneda priority number.The
gueueis kept sortedin increasingorder of message
priority numbers.

O Whena MSS M receivesreq(h,h_count)from a MH
h, it executestwo-phaserotocolto orderthisrequest
relative to all other pendingrequests.

— In the first phase,M sendsa copy of req(h,
h_count)to all other MSSs.

— EachMSS assignsa (temporary)priority number
to the receivedrequestfrom M, that is greater
thanany of the requestsurrentlyin its queue;the
requestis taggedundeliverableandinsertedat the
end of the queue. The temporarypriority number
is sentback to the initiator.

— In the secondphase,M computesthe maximum
of all temporarypriority numbers,and sendsit to
all MSSs. EachMSS thenassignsthis numberas
thefinal priority numberof the requestandtagsit
deliverableand re-sortsthe delivery queue.

O A MSScanservicea pendingrequesteq(h,count)if :

— the requestis taggeddeliverable

— the MH h is local to its cell, and

— the h_countvalue submittedby h (either with the
join() messageafter entry to its cell, or with the
req() messagdo this MSS) is equalto count i.e.
therequeshasnot alreadybeenservicedby another
MSS.



If theseconditionsare satigied, thenthe MSS sends
a grant() messageo h.

O On receiving a release(h,h_count) messagedrom a
local MH, a MSSfirst deletegheentryreq(h,h_count)
from its delivery queue It then sendsa delete(h,
h_count)messagéo all otherMSSs,whichthendelete
the correspondingentry from their respectivedelivery
queues

Correctness sketch ~ Correctnes®f the message-ordering
portion of the above algorithm follows directly from
the correctnesof the two-phaseABCAST protocol of
[10], and is not discussed. In the ABCAST protocol,
a messagds removedfrom the delivery queueof any
participantwhenit reacheghe headof the queueandis
taggeddeliverable However,in our case,a messages
a requestfor mutual exclusionon behalf of a MH, and
is “delivered” to the MSS that is currently local to this
MH. Hence,we needan explicit delete messagerom
this MSSto all other MSSs. Also, we assigna counter
value with eachrequestto avoid a MH receivinggrant
messagefrom morethanone MSS for the samerequest,
as shown below:

— A MH h, currently local to MSS M,, receivesthe
grant messagdrom M; (sincethe MH’s requests at
the headof M,’s queue)and replieswith the release
messageto M;. M; sendsa delete messageto all
other MSSs.

— Beforethedeletemessageeachea MSSM,, h moves
to M,’s cell. Therequestrom h is still in M,’s queue;
if the requests at the headof the queue thenM, will
senda grant messagédo h. Thush may receivemore
than one grant messagdor the samerequest.

Communication costs It is easyto seethat eachexecu-
tion of the abovealgorithmincurs a total costof (4N
—1) x Cixea + (3 Cuirelesy- The interestingaspectof this
costis thatit involvesno searchcomponenti.e. the cost
is independenbf a MH’s mobility. The reasonis thata
requestrom a MH is replicatedat all possiblelocations,
and therefore,a MSS is always availableto servicea
MH’s requestlocally. However,eventhoughthe algo-
rithm requiresno explicit search,a higher Cy,eq costis
incurredto replicateand order tokenrequests.

5 Related Work

The conceptof designingdistributedalgorithmsthat
explicitly copewith hostmobility, is still in its infancy.
An overviewof theimpactof hostmobility on distributed
computationds presentedn [7], while [6] containspre-
liminary ideasthat havebeenfully developedn this pa-
per.
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Theimplicationsof mobile for distributeddataman-
agementare consideredn [20, 19, 4, 8]. Otherrelated
work includesaddressingschemesand protocolsat the
network-layerfor routing messages$o and from mobile
hosts[9, 22, 28, 30], while [11] quantfies the effects
of host mobility on transport-layerconnections. Appli-
cation—layerprotocolsto deliver multicast messageso
mobile recipientsfrom exactly-ondocationarepresented
in [2, 1]. The designof distributedfilesystemshasalso
beeninfluencedby mobility of users,asexemplifiedby
[17,18,23,27]. Variousoperatingsystemdssuegelated
to mobile hostscanbe foundin [26, 5, 13, 31].

6 Conclusions

The design of algorithms for distributed systems
and their communicationcosts have beenbasedon the
assumptionghat the location of hostsin the network
do not changeand the connectivity amongstthe hosts
is static in the absenceof failures. However, with the
emepgenceof mobile computing,theseassumptionsare
no longer valid. Additionally, mobile hostshave tight
constraintson power consumptionand bandwidthof the
wirelesslinks connectingMHs to their local MSSsis
limited. This paperfirst presentsa new systemmodelfor
the mobile computingenvironmentand then describesa
generalprinciple for structuringdistributedalgorithmsin
this model.

The two tier principle definedour approachto de-
signingefficient distributedalgorithmsin this model, viz.
localizethe communicatioranddatastructuremecessary
for analgorithmwithin the static portion of the network
to the extentpossiblejthe core objectiveof the algorithm
is achievedthrougha distributedexecutionamongstthe
fixed hostswhile performingonly thoseoperationsat the
mobile hoststhat are necessaryfor the desiredoverall
functionality. Powerconsumptionat the mobile hostsis
thus kept to a minimum, and since updatesto the data
structuresare performedat the fixed hosts,the overall
searchcostis reduced.

A fundamentablgorithmin distributedsystemsviz.
atokencirculatingin alogical ring, servedasanillustra-
tive example. Algorithm R-MH establishedhe logical
ring amongstMHs. This was shownto be inefficient in
termsof searchcost,powerconsumptiorat the MHs, us-
ageof wirelesslinks andhandlingdisconnectiorof MHSs.
Thetwo tier principle wasappliedto remedythesedraw-
backsby establishinghe logical ring amongsthe MSSs.

The two tier principle by itself is not sufficient to
handlethe effects of varying location of MHs. This re-
quiredlocationmanagemendf migrantMHs andwe pre-
sentedthree strategies:(1) search(2) inform (3) search
within a local areawith location updatesafter wide-area



moves. The relative merits of the three strategiesvere
guantitativelycompared.It wasthenshownthatmobility
of ahostcould determinehow oftenit wasableto access
thetokenpertraversabf thering. SincealgorithmR-MH
allowedeachMH to accesshetokenatmostoncepertra-
versal,we neededan equivalentfunctionality when the
logical ring was shiftedto the staticsegment.A scheme
was presentedo this end which was equally applicable
to all threelocation managemenstrategies.

Finally, we consideredan alternative approachto
handlingthe effects of varyinglocation of MHs namely,
replicating the queueof pendingrequestsat all MSSs.
This eliminatedthe needfor locationmanagemendtrate-
giesfor migrantMHSs, but increasedhe numberof mes-
sagesexchangedvithin the fixed networkto globally or-
der pendingrequestsamongall MSSs.
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