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Abstract. In this paper, we propose a new class of operator factorization
methods to discretize the integral fractional Laplacian (−∆)

α
2 for α ∈ (0, 2).

One main advantage is that our method can easily increase numerical accuracy
by using high-degree Lagrange basis functions, but remain its scheme structure
and computer implementation unchanged. Moreover, it results in a symmetric
(multilevel) Toeplitz differentiation matrix, enabling efficient computation via
the fast Fourier transforms. If constant or linear basis functions are used, our
method has an accuracy of O(h2), while O(h4) for quadratic basis functions
with h a small mesh size. This accuracy can be achieved for any α ∈ (0, 2) and
can be further increased if higher-degree basis functions are chosen. Numerical
experiments are provided to approximate the fractional Laplacian and solve the
fractional Poisson problems. It shows that if the solution of fractional Poisson
problem satisfies u ∈ Cm,l(Ω̄) for m ∈ N and 0 < l < 1, our method has
an accuracy of O

(
hmin{m+l, 2}) for constant and linear basis functions, while

O
(
hmin{m+l, 4}) for quadratic basis functions. Additionally, our method can

be readily applied to approximate the generalized fractional Laplacians with
symmetric kernel function, and numerical study on the tempered fractional
Poisson problem demonstrates its efficiency.

1. Introduction. The fractional Laplacian (−∆)
α
2 , representing the infinitesimal

generator of a symmetric α-stable Lévy process, is a nonlocal generalization of
the classical Laplace operator −∆ = −

∑d
k=1 ∂

2
x(k) for dimension d ≥ 1 and x =(

x(1), · · · , x(d)
)
∈ Rd. Over the recent decade, the fractional Laplacian has been

widely applied to study anomalous diffusion in many fields, and numerous theoret-
ical studies have been reported on this nonlocal operator (see [6, 21, 9, 2, 5, 20] and
references therein). Computationally, the nonlocal nature of the fractional Lapla-
cian introduces significant challenges in its numerical discretization and efficient
implementation. In this paper, we propose a new class of operator factorization
methods to discretize the integral fractional Laplacian (−∆)

α
2 for α ∈ (0, 2). One

main advantage of our method is its flexibility to increase numerical accuracy by
using high-degree Lagrange basis functions.
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Let Ω ⊂ Rd be an open bounded domain, and denote Ωc = Rd\Ω as the com-
plement of Ω. The fractional Poisson problem with extended Dirichlet boundary
conditions takes the following form:

(−∆)
α
2 u(x) = f(x), for x ∈ Ω, (1)
u(x) = g(x), for x ∈ Ωc. (2)

The fractional Laplacian (−∆)
α
2 is defined in a hypersingular integral form [19, 23]:

(−∆)
α
2 u(x) = cd,α P.V.

∫
Rd

u(x)− u(y)

|x− y|d+α
dy, for α ∈ (0, 2), (3)

where P.V. stands for the Cauchy principal value, |x − y| denotes the Euclidean
distance between points x and y, and the normalization constant cd,α is defined as

cd,α =
2α−1αΓ

(
(d+ α)/2

)
√
πd Γ

(
1− α/2

) , for d = 1, 2, 3

with Γ(·) denoting the Gamma function. The operator (3) collapses to the identity
operator as α → 0, while it converges to the classical Laplacian −∆ as α → 2. In
the literature, the fractional Laplacian can be also defined via a pseudo-differential
operator with symbol |k|α [19, 23], i.e.,

(−∆)
α
2 u(x) = F−1

[
|k|αF [u]

]
, for α > 0, (4)

where F represents the Fourier transform, and F−1 denotes its inverse. It shows in
[23, 18] that these two definitions are equivalent on the Schwartz space on Rd. More
discussion of the fractional Laplacian and its related nonlocal operators can be found
in [9, 11] and references therein. Note that the fractional Laplacian (−∆)

α
2 is ro-

tational invariant, which is an important property in modeling isotropic anomalous
diffusion, especially when d ≥ 2 [16].

In the literature, numerical methods for the fractional Laplacian (−∆)
α
2 can be

mainly classified in three groups based on which definition (e.g. (4) or (3)) the
method is developed on. The pseudo-differential definition in (4) allows one to
utilize the Fourier transform for both analysis and simulations. Based on this def-
inition, it is natural to introduce the Fourier pseudospectral methods to discretize
the fractional Laplacian (−∆)

α
2 on a bounded domain with periodic boundary con-

ditions [17]. This method can be applied for both classical (α = 2) and fractional
(α < 2) Laplacians. However, it is challenging to incorporate non-periodic bound-
ary conditions into the pseudo-differential definition (4). For example, a meshfree
pseudospectral method was proposed in [22] to discretize (−∆)

α
2 with extended

Dirichlet boundary conditions. In order to account Dirichlet boundary conditions, a
large computational domain (much larger than physical domain Ω) as well as bound-
ary approximations were introduced, and moreover numerical quadrature rules were
required to approximate the Fourier integrals in definition (4). On the other hand,
the integral definition in (3) provides a pointwise formulation and thus can easily
work with different boundary conditions. Based on the integral definition, finite
difference methods [15, 10, 14] and finite element methods [2, 1, 7, 4] have been
developed to discretize the fractional Laplacian (−∆)

α
2 with extended Dirichlet

boundary conditions. In contrast to the pseudo-differential definition, the integral
definition in (3) is valid only for α ∈ (0, 2), so do the resulting numerical methods
[15, 10, 14, 2, 1, 7, 4]. Moreover, the above methods based on the integral definition
are mainly limited to the second order accuracy. Recently, a new class of methods
using both definitions (4) and (3) of the fractional Laplacian (−∆)

α
2 were proposed
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in [8, 26, 27]. These methods, based on radial basis functions, are meshfree and
work for both classical and fractional Laplacians. Note that similar spectral meth-
ods were recently introduced in [25, 24] to approximate the fractional Laplacian on
unbounded domains.

In this paper, we propose a novel operator factorization method to discretize the
integral fractional Laplacian in (3). Our method first factorizes its integrand into
a product of central difference quotient Φd,γ(x, ξ) and power function µγ(ξ), and
then approximates Φd,γ(x, ξ) with respect to ξ using Lagrange basis functions φp

(for p ∈ N0). One main advantage of our method is that it can easily increase
numerical accuracy by using high-degree Lagrange basis functions φp, but remain
the scheme structure and computer implementation unchanged. Moreover, our
method results in a symmetric (multilevel) Toeplitz matrix, and thus algorithms
via the fast Fourier transforms can be developed for their efficient simulations.
Numerical studies show that our method with constant basis φ0 or linear basis
φ1 has an optimal accuracy of O(h2) with h small mesh size, and this rate can
be improved to O(h4) if quadratic basis φ2 is used. This accuracy can be further
increased if high-degree basis functions are used. The performance of our method
under different conditions are detailedly investigated and compared. If the solution
of fractional Poisson problem satisfies u ∈ Cm,l(Ω̄) for m ∈ N and 0 < l < 1,
then our method has an accuracy of O

(
hmin{m+l, 2}) for constant and linear basis

functions, while O
(
hmin{m+l, 4}) for quadratic basis functions. Furthermore, our

method can be readily applied to study the generalized fractional Laplacian with
symmetric kernel function, and numerical experiments on the tempered fractional
Poisson problem are provided to demonstrate it.

The paper is organized as follows. In Section 2, we first introduce the operator
factorization framework, and then derive the detailed scheme for one-, two-, and
three-dimensional cases. In Section 3, we examine the performance of our method
in approximating the fractional Laplacian (−∆)

α
2 and in solving fractional Poisson

problems. Moreover, we generalize our method to solve the tempered fractional
Poisson problems. Finally, conclusions are drawn in Section 4.

2. Method of operator factorization. Numerical methods for the integral frac-
tional Laplacian in (3) still remain limited, and main challenges come from its
nonlocality and strong singularity. So far, the existing finite difference/element
methods are mostly the second-order accurate. In this section, we introduce a new
class of methods based on operator factorization to discretize the integral fractional
Laplacian (−∆)

α
2 with extended Dirichlet boundary conditions. Our method has

advantages of easily improving numerical accuracy without changing the scheme
structure.

To introduce our method, we will first reformulate the integral fractional Lapla-
cian (3) into the form of operator factorization. For points x, y ∈ Rd, we define a
vector ξ =

(
ξ(1), ξ(2), · · · , ξ(d)

)
with ξ(i) = |x(i) − y(i)| denoting the distance of x

and y in the i-th direction, and then rewrite the fractional Laplacian as:

(−∆)
α
2 u(x) = −cd,α

∫
Rd

+

( ∑
m∈κ1

u(x+ (−1)m ◦ ξ)− 2du(x)

)
dξ

|ξ|d+α
, (5)

where we denote Rd
+ = [0,∞)d, and a ◦ b represents the Hadamard product of a

and b. For M ∈ N, the index set κM is defined as
κM = {(m1, m2, · · · , md) | 0 ≤ mi ≤ M, for 1 ≤ i ≤ d},
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and the vector (−1)m =
(
(−1)m1 , (−1)m2 , · · · , (−1)md

)
. Choosing a splitting

parameter γ ∈ (α, 2], and introducing functions

Φd,γ(x, ξ) =

( ∑
m∈κ1

u(x+ (−1)m ◦ ξ)− 2du(x)

)
|ξ|−γ ,

µγ(ξ) = |ξ|γ−(d+α),

(6)

we then further rewrite (5) into the following operator factorization form:

(−∆)
α
2 u(x) = −cd,α

∫
Rd

+

Φd,γ(x, ξ)µγ(ξ)dξ. (7)

That is, we factorize the integrand in (5) as a product of central difference quotient
Φd,γ(x, ξ) and power function µγ(ξ); thus the fractional Laplacian in (7) can be
viewed as a weighted integral of function Φd,γ(x, ξ). The above operator factoriza-
tion was introduced in [10, 13] to develop finite difference methods for the integral
fractional Laplacian (−∆)

α
2 , and also applied to solve the fractional Schödinger

equation in a box potential (with γ = 1 + α/2) [12]. Note that even though both
of them are based on the same operator factorization form, the method proposed
in this work is significantly different from those in [10, 13]. The finite difference
methods in [10, 13] approximate the integral in (7) by the weighted trapezoidal
rules, while our proposed method interpolates function Φd,γ(x, ξ) with Lagrange
basis functions, making it easy to increase accuracy via high-degree basis functions.
The parameter γ plays an important role in determining the numerical accuracy of
our method, and the optimal splitting parameter is γ = 2 which leads to the small-
est numerical errors and best accuracy rates. More discussion and illustrations can
be found in Section 3.

Denote the d-dimensional domain Ω = (a1, b1) × (a2, b2) · · · × (ad, bd), and in-
troduce

Υ = [0, L]d with L = max
1≤i≤d

|bi − ai|; Υc
+ = Rd

+\Υ.

Then the integral in (7) can be divided into two parts, i.e.

(−∆)
α
2 u(x) = −cd,α

(∫
Υ

Φd,γ(x, ξ)µγ(ξ) dξ +

∫
Υc

+

Φd,γ(x, ξ)µγ(ξ) dξ

)
, (8)

for x ∈ Ω. Given the definition of Υc
+, it is easy to conclude that for any x ∈ Ω

and ξ ∈ Υc
+, the point

(
x + (−1)m ◦ ξ

)
for m ∈ κ1 locates outside of domain Ω.

Noticing the extended Dirichlet boundary conditions in (2), we immediately obtain

Lα
Υc

+
u(x) :=

∫
Υc

+

Φd,γ(x, ξ)µγ(ξ) dξ

= −2du(x)

∫
Υc

+

dξ

|ξ|d+α
+

∑
m∈κ1

∫
Υc

+

g
(
x+ (−1)m ◦ ξ

)
|ξ|d+α

dξ, (9)

for x ∈ Ω. The above integrals are free of singularity, and thus can be accurately
computed by traditional quadrature rules. Moreover, if homogeneous boundary
conditions (i.e., g(x) = 0) are considered, the second term in (9) vanishes. Next,
we move to approximate the first integral in (8), i.e.,

Lα
Υu(x) :=

∫
Υ

Φd,γ(x, ξ)µγ(ξ) dξ. (10)
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We will start with introducing our method for the one-dimensional cases, and then
generalize it to two and three dimensions. Without loss of generality, we will derive
the numerical scheme for parameter γ ∈ (α, 2].

2.1. One-dimensional cases. In one-dimensional (d = 1) cases, we let domain
Ω = (a, b), and then region Υ = [0, L] and Υc

+ = (L,∞) with L = b − a. For
notational simplicity, we will denote ξ := ξ(1) and x := x(1), and the function

Φ1,γ(x, ξ) =
u(x+ ξ)− 2u(x) + u(x− ξ)

ξγ
, for γ ∈ (α, 2].

In the special case of γ = 2, function Φ1,2(x, ξ) represents the central difference
quotient for the classical Laplacian ∆ at point x.

Next, we will focus on approximating the integral Lα
Υu. Define mesh size h =

(b− a)/N with a positive integer N , and denote grid points
xi = a+ ih, ξi = ih, for i = 0, 1, . . . , N.

It implies that ξ0 = 0 and ξN = L. Assume the ansatz for function Φ1, γ(x, ξ) as:

Φ1, γ(x, ξ) =

N∑
k=0

Φ1, γ(x, ξk)φ
p
k(ξ), for ξ ∈ [0, L], (11)

where φp
k(ξ), representing the p-th degree Lagrange polynomial, is the basis function

at point ξk. The main novelty of our method is to interpolate function Φ1, γ(x, ξ)
with respect to ξ, instead of x. Note that at point ξ = ξ0, function Φ1, γ(x, ξ0) is
defined in a limit sense as ξ → 0. To see this, we will divide our discussion into two
cases:

(i). If the splitting parameter γ = 2, we obtain

Φ1,2(x, ξ0) = lim
ξ→0

u(x− ξ)− 2u(x) + u(x+ ξ)

ξ2
= u′′(x) ≈ Φ1, 2(x, ξ1), (12)

via the central difference approximation to u′′(x).
(ii). If γ ∈ (α, 2), there is

Φ1, γ(x, ξ0) = lim
ξ→0

u(x− ξ) + u(x+ ξ)− 2u(x)

ξ2
· ξ2−γ

= Φ1, 2(x, ξ0) lim
ξ→0

ξ2−γ = 0. (13)

Consequently, the summation in (11) starts from k = 1 (instead of k = 0), if
γ ̸= 2.

Substituting the ansatz (11) into (10) with d = 1, we obtain the approximation

Lα
Υ,hu(x) =

N∑
k=0

Φ1, γ(x, ξk)

∫ L

0

φp
k(ξ)

dξ

ξ1+α−γ
, for x ∈ Ω. (14)

For notational convenience, we will denote the weight integral

ωp
k :=

∫ L

0

φp
k(ξ)

dξ

ξ1+α−γ
, for k = 0, 1, 2, . . . , N. (15)

Since Lagrange polynomials are considered, the integration in (15) can be reduced
from [0, L] to the support of function φp

k(ξ). Moreover, the weight integral ωp
k can

be found analytically. For convenience of the readers, we will provide the values
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of ωp
k for p = 0, 1, 2 in Appendix A. Substituting x = xi in (14) and noticing the

definition of Φ1,γ(x, ξ), we obtain the approximation of Lα
Υu(xi) as:

Lα
Υ,hui =

N∑
k=1

ωp
k

ui−k − 2ui + ui+k

ξγk
+ ζ ωp

0

ui−1 − 2ui + ui+1

ξγ1
, (16)

for 1 ≤ i ≤ N −1, where we denote ui = u(xi), and ζ = ⌊γ/2⌋ with ⌊·⌋ representing
the floor function. The second term in (16) vanishes if γ ̸= 2, due to (13). On the
other hand, the integral in (9) at point x = xi becomes

Lα
Υc

+
ui = − 2

αLα
ui +

∫ ∞

L

[
g(xi − ξ) + g(xi + ξ)

] dξ

ξ1+α
, (17)

for 1 ≤ i ≤ N − 1,
Combining (16) and (17) and reorganizing the terms yield our numerical approx-

imation to the one-dimensional integral fractional Laplacian (−∆)
α
2 with extended

Dirichlet boundary conditions as:

(−∆)
α
2

h ui = −c1,α

(
a0ui +

N∑
k=1

ak
(
ui+k + ui−k

))

= −c1,α

(
a0ui +

N−1∑
j=i+1

aj−i uj +

i−1∑
j=1

ai−juj + b̄i

)
, (18)

for 1 ≤ i ≤ N − 1, where the coefficients

a0 = −2

( N∑
j=1

aj +
1

αLα

)
, with aj =

1

ξγj

{
ζ ωp

0 + ωp
1 , if j = 1,

ωp
j , if j ̸= 0, 1.

The term b̄i comes from boundary conditions and is defined by

b̄i =

N+i∑
j=N

aj−i g(xj) +

0∑
j=i−N

ai−j g(xj) +

∫ ∞

L

[
g(xi − ξ) + g(xi + ξ)

] dξ

ξ1+α
.

If homogeneous boundary conditions are considered, b̄i ≡ 0 for 1 ≤ i ≤ N − 1. The
scheme in (18) provides a general structure of our operator factorization method,
and the dependence of basis function φp

k is counted through the value of weight
integral ωp

k. In other words, if different basis functions are used, we only need
to update the value of ωp

k but keep the scheme and its computer implementation
unchanged.

Let u =
(
u1, u2, . . . , uN−1

)T and b = −c1,α
(
b̄1, b̄2, . . . , b̄N−1

)T . The discretiza-
tion of the one-dimensional fractional Laplacian in (18) can be written into a matrix-
vector form, i.e., (−∆)

α
2

h u = A(1)u+ b, where

A(1) = −c1,α


a0 a1 . . . aN−3 aN−2

a1 a0 a1 · · · aN−3

... . . . . . . . . . ...
aN−3 . . . a1 a0 a1
aN−2 aN−3 . . . a1 a0

 .

It is clear that A(1) is a symmetric Toeplitz matrix, and thus the product A(1)u can
be computed efficiently by using the fast Fourier transform (FFT) with computa-
tional cost O

(
(N − 1) log(N − 1)

)
.
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Remark 1. Our method interpolating function Φ1,γ(x, ξ) with respect to ξ is fun-
damentally different from that proposed in [15], although both use Lagrange basis
functions φp (for p ∈ N0). The method in [15] has an α-dependent accuracy –
O(h2−α) for linear basis functions φ1, while O(h3−α) for quadratic basis functions
φ2. In contrast to it, our method with γ = 2 can achieve a uniform accuracy for
any α ∈ (0, 2). Specifically, the accuracy is O(h2) for both constant basis φ0 and
linear basis φ1, while O(h4) for quadratic basis functions φ2. Figure 1 presents the
comparison of our method and that in [15], and more discussions and illustrations
can be found in Section 3.1.

(a)
-3 -2 -1

-13

-9

-5

-1

(b)
-3 -2 -1

-10

-7

-4

-1

Figure 1. Comparison of our method with linear basis (i.e., φ1)
or quadratic basis (i.e., φ2) and the method in [15] with linear ba-
sis (i.e., Huang2014) in approximating function (−∆)

α
2 u(x), where

u(x) = (1 − x2)6+ and the error function is defined in (27). (a)
α = 0.6; (b) α = 1.5.

2.2. Two-dimensional cases. Our method uses Lagrange interpolation to the cen-
tral difference quotient function and can be easily generalized to high dimensions
with corresponding changes to ansatz in (11). We will show the two-dimensional
scheme in this section. In two-dimensional (d = 2) cases, we have

Φ2,γ(x, ξ) =

( ∑
m∈κ1

u
(
x(1) + (−1)m1ξ(1), x(2) + (−1)m2ξ(2)

)
− 4u(x)

)
1

|ξ|γ
. (19)

Define mesh size h = L/N with a positive integer N , and introduce grid points

x
(s)
i = as + ih, ξ

(s)
i = ih, for i = 0, 1, . . . , N, s = 1, 2.

Denote point ξkl =
(
ξ
(1)
k , ξ

(2)
l

)
, for 0 ≤ k, l ≤ N . We assume the two-dimensional

ansatz:

Φ2,γ(x, ξ) =

N∑
k=0

N∑
l=0

Φ2,γ(x, ξkl)φ
p
k

(
ξ(1)

)
φp
l

(
ξ(2)

)
, for ξ ∈ Υ. (20)

Similar to the one-dimensional cases, function Φ2,γ(x, ξ00) is defined in a limit sense
as ξ → (0, 0). Specifically, we approximate it as

Φ2,2(x, ξ00) = lim
ξ→(0,0)

Φ2,2(x, ξ)

≈ Φ2,2(x, ξ10) + Φ2,2(x, ξ01)− Φ2,2(x, ξ11), for γ = 2.



8 YIXUAN WU AND YANZHI ZHANG

For γ ∈ (α, 2), we get
Φ2,γ(x, ξ00) = lim

ξ→(0,0)
Φ2,γ(x, ξ) = Φ2,2(x, ξ00) lim

ξ→(0,0)
|ξ|2−γ = 0, for γ ∈ (α, 2).

Substituting ansatz (20) into Lα
Υu with d = 2, we obtain

Lα
Υ,hu(x) =

N∑
k=0

N∑
l=0

Φ2,γ(x, ξkl)

∫ L

0

∫ L

0

φp
k

(
ξ(1)

)
φp
l

(
ξ(2)

) dξ

|ξ|2+α−γ︸ ︷︷ ︸
ωp

kl

, (21)

for x ∈ Ω. The weight integral ωp
kl is actually on the intersection region of the

supports of two basis function φp
k and φp

l , instead of [0, L]×[0, L]. Different from one-
dimensional cases, it is challenging to obtain the analytical results of these integrals,
and thus we will use numerical quadrature rules to compute them. Noticing the
approximation of Φ2,γ(x, ξ00), we can further formulate (21) as:

Lα
Υ,hu(x) =

N∑
k=1

N∑
l=1

k+l ̸=2

ωp
kl Φ2,γ(x, ξkl) +

N∑
k=2

(
ωp
0k Φ2,γ(x, ξ0k) + ωp

k0 Φ2,γ(x, ξk0)
)

+
(
ω10 + ζω00

)
Φ2,γ(x, ξ10) +

(
ω01 + ζω00

)
Φ2,γ(x, ξ01)

+
(
ω11 − ζω00

)
Φ2,γ(x, ξ11).

Without loss of generality, we assume that N1 = N , and choose N2 as the
smallest integer such that a2 + N2h ≥ b2. Denote xij =

(
x
(1)
i , x

(2)
j

)
and uij =

u(xij). Substituting x = xij into Lα
Υ,hu(x) and Lα

Υc
+
u(x), noticing the definition

of Φ2,γ(x, ξ), we then obtain the numerical approximation the two-dimensional
fractional Laplacian (−∆)

α
2 with Dirichlet boundary conditions as follows:

Lα
Υ,huij = −c2,α

[
a00 uij +

i−1∑
k=0

( j−1∑
l=0

k+l ̸=0

aklu(i−k)(j−l) +

N2−(j+1)∑
l=1

aklu(i−k)(j+l)

)

+

N1−(i+1)∑
k=1

( j−1∑
l=0

aklu(i+k)(j−l) +

N2−(j+1)∑
l=1

aklu(i+k)(j+l)

)
+ b̄ij

]
, (22)

for 1 ≤ i ≤ N1 − 1 and 1 ≤ j ≤ N2 − 1, where the coefficients

akl =
1

|ξkl|γ


2ωp

kl + ζωp
00, if (k, l) = (0, 1) or (1, 0),

ωp
kl − ζωp

00, if k = l = 1,
2ωp

kl, if k = 0 or l = 0, and k + l ≥ 2,
ωp
kl, otherwise,

a00 = −2

N∑
k=1

(
ak0 + a0k

)
− 4

N∑
i=1

N∑
j=1

aij − 4

∫
Υc

+

dξ

|ξ|2+α
.

The term b̄ij is defined as

b̄ij =

N∑
l=−N

( N∑
k=i

ak|l| g
(
x(i−k)(j+l)

)
+

N∑
k=N1−i

ak|l| g
(
x(i+k)(j+l)

))

+

i−1∑
k=0

( N∑
l=j

akl g
(
x(i−k)(j−l)

)
+

N∑
l=N2−j

akl g
(
x(i−k)(j+l)

))
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+

N1−(i+1)∑
k=1

( N∑
l=j

akl g
(
x(i−k)(j−l)

)
+

N∑
l=N2−j

akl g
(
x(i−k)(j+l)

))
+

∑
m∈κ1

∫
Υc

+

g
(
xij + (−1)m ◦ ξ

) dξ

|ξ|2+α
,

for 1 ≤ i ≤ N1 − 1 and 1 ≤ j ≤ N2 − 1.
We can further write the scheme in (22) into matrix-vector form. For 1 ≤ j ≤

N2 − 1, denote the vector u
(1)
j =

(
u1j , u2j , . . . , u(N1−1)j

)
, and let the block vector

u =
(
u
(1)
1 ,u

(1)
2 , . . . ,u

(1)
N2−1

)T , and the block vector b is defined in the same manner
as u with entries −c2,αb̄ij . Then the matrix-vector form of the scheme (22) is given
by (−∆)

α
2

h u = A(2)u + b, where A(2) is a block-Toeplitz–Toeplitz-block matrix
defined as

A(2) =


A0 A1 . . . AN2−3 AN2−2

A1 A0 A1 · · · AN2−3

... . . . . . . . . . ...
AN2−3 . . . A1 A0 A1

AN2−2 AN2−3 . . . A1 A0


with each block Aj a symmetricToeplitz matrix

Aj =


a0j a1j . . . a(N1−3)j a(N1−2)j

a1j a0j a1j · · · a(N1−3)j

... . . . . . . . . . ...
a(N1−3)j . . . a1j a0j a1j
a(N1−2)j a(N1−3)j . . . a1j a0j

 ,

for j = 0, 1, . . . , N2 − 2. It is easy to see that A(2) is a full positive definite matrix,
which usually requires huge memory and computational costs for computing matrix-
vector products. However, the multilevel Toeplitz structure of A(2) enables us to
develop fast algorithms via fast Fourier transform and thus efficiently compute
matrix-vector multiplication.

2.3. Three-dimensional cases. In this section, we generalize our method to three
dimensions. In three-dimensional (d = 3) cases, the function

Φ3,γ(x, ξ) =
1

|ξ|γ

(
− 8u(x)

+
∑

m∈κ1

u
(
x(1) + (−1)m1ξ(1), x(2) + (−1)m2ξ(2), x(3) + (−1)m3ξ(3)

))
.

Define mesh size h = L/N , introduce grid points

x
(m)
i = am + ih, ξ

(m)
i = ih, for i = 0, 1, . . . , N, m = 1, 2, 3,

and then denote point ξlns =
(
ξ
(1)
l , ξ

(2)
n , ξ

(3)
s

)
, for 0 ≤ l, n, s ≤ N . Assume the

three-dimensional ansatz:

Φ3,γ(x, ξ) =

N∑
l, n, s=0

Φ3,γ(x, ξlns)φ
p
l

(
ξ(1)

)
φp
n

(
ξ(2)

)
φp
s

(
ξ(3)

)
, for ξ ∈ Υ, (23)
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where Φ3,γ(x, ξ000) is defined in a limit sense as ξ → (0, 0, 0). Following the same
lines as in Section 2.1 , we obtain

Φ3,2(x, ξ000) ≈
5

3

∑
l, n, s=0,1
l+n+s=1

Φ3,2(x, ξlns)−
∑

l, n, s=0,1
l+n+s>1

Φ3,2(x, ξlns), for γ = 2,

while for γ ∈ (α, 2), we get

Φ3,γ(x, ξ000) = lim
ξ→0

(
Φ3,2(x, ξ)|ξ|2−γ

)
= 0, for γ ∈ (α, 2).

Substituting ansatz (23) into Lα
Υu with d = 3, we obtain

Lα
Υ,hu(x) =

N∑
l, n, s=0

Φ3,γ(x, ξlns)ω
p
lns, (24)

where

ωp
lns =

∫ L

0

∫ L

0

∫ L

0

φp
l

(
ξ(1)

)
φp
n

(
ξ(2)

)
φp
s

(
ξ(3)

) dξ

|ξ|3+α−γ
.

Similar to the two-dimensional cases, the weight integral ωp
lns is actually on the

intersection region of the supports of three basis functions φp
l , φp

n and φp
s , instead

of [0, L]3. We then can reformulate the scheme in (24) as:

Lα
Υ,hu(x) =

N∑
l=2

[
ωp
l00Φ3,γ(x, ξl00) + ωp

0l0Φ3,γ(x, ξ0l0) + ωp
00lΦ3,γ(x, ξ00l)

]
+

N∑
l, n=1
l+n ̸=2

[
ωp
0lnΦ3,γ(x, ξ0ln) + ωp

l0nΦ3,γ(x, ξl0n) + ωp
ln0Φ3,γ(x, ξln0)

]

+

N∑
l, n, s=1
l+n+s̸=3

ωp
lnsΦ3,γ(x, ξlns) +

N∑
l, n, s=0,1
l+n+s=1

(
ωp
lns +

5

3
ζωp

000

)
Φ3,γ(x, ξlns)

+

N∑
l, n, s=0,1
l+n+s>1

(
ωp
lns − ζωp

000

)
Φ3,γ(x, ξlns).

Assume that N1 = N , and choose N2, N3 as the smallest integers such that
a2 + N2h ≥ b2 and a3 + N3h ≥ b3. Denote xij =

(
x
(1)
i , x

(2)
j , x

(3)
k

)
and uijk =

u(xijk). Substituting x = xijk into Lα
Υ,hu(x) and Lα

Υc
+
u(x), noticing the definition

of Φ3,γ(x, ξ), we then obtain the numerical approximation of the three-dimensional
fractional Laplacian (−∆)

α
2 with Dirichlet boundary conditions as follows:

(−∆)
α
2

h,γuijk

= −c3,α

[
a000 uijk +

∑
p=0,1

( ∑
l∈Sp

i

al00 u[i+(−1)pl]jk +
∑
n∈Sp

j

a0n0ui[j+(−1)pn]k

+
∑
s∈Sp

k

a00suij[k+(−1)ps]

)
+

∑
p,q=0,1

( ∑
s∈Sq

k

∑
n∈Sp

j

a0nsui[j+(−1)pn][k+(−1)qs]
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+
∑
s∈Sq

k

∑
l∈Sp

i

al0su[i+(−1)pl]j[k+(−1)qs] +
∑
n∈Sq

j

∑
l∈Sp

i

aln0u[i+(−1)pl][j+(−1)qn] k

)

+
∑

p,q,r=0,1

∑
s∈Sr

k

∑
n∈Sq

j

∑
l∈Sp

i

alnsu[i+(−1)pl][j+(−1)qn][k+(−1)rs] + b̄ijk

]
, (25)

for 1 ≤ i ≤ N1 − 1, 1 ≤ j ≤ N2 − 1, and 1 ≤ k ≤ N3 − 1, where the index sets

Sp
i =

{
l | l ∈ N, 1 ≤ i+ (−1)pl ≤ N1 − 1

}
,

Sp
j =

{
l | l ∈ N, 1 ≤ j + (−1)pl ≤ N2 − 1

}
,

Sp
k =

{
l | l ∈ N, 1 ≤ k + (−1)pl ≤ N3 − 1

}
, p = 0, or 1.

The term b̄ijk can be obtained similarly to the two-dimensional cases, and the
coefficients alns are given by

alns =
1

|ξlns|γ



4
(
ωp
lns +

5ζ

3
ωp
000

)
, if two of l, n, s = 0, and l + n+ s = 1,

2
(
ωp
lns − ζωp

000

)
, if one of l, n, s = 0, and l + n+ s = 2,

ωp
lns − ζωp

000, if l = n = s = 1,

4ωp
lns, if two of l, n, s = 0, and l + n+ s ≥ 2,

2ωp
lns, if one of l, n, s = 0, and l + n+ s > 2,

ωp
lns, otherwise,

a000 = −8

N∑
l,n,s=1

alns − 4

N∑
l,n=1

(
aln0 + al0n + a0ln

)
− 2

N∑
l=1

(
al00 + a0l0 + a00l

)
−8

∫
Υc

+

dξ

|ξ|3+α
.

We can further write the scheme in (25) into matrix-vector form. Denote vector
u =

(
u
(2)
1 ,u

(2)
2 , . . . ,u

(2)
N3−1

)T with u
(2)
k =

(
u
(1)
1k ,u

(1)
2k , . . . ,u

(1)
(N2−1)k

)
, and each block

u
(1)
jk =

(
u1jk, u2jk, . . . , u(N1−1)jk

)
. Let the block vector b be defined in the same

manner as u with entries −c3,αb̄ijk. Then, the matrix-vector form of (25) is given
by (−∆)

α
2 u = A(3)u+b. Here, A3 is the matrix representation of the 3D fractional

Laplacian, i.e.,

A(3) =


Axy

0 Axy
1 . . . Axy

N3−3 Axy
N3−2

Axy
1 Axy

0 Axy
1 · · · Axy

N3−3
... . . . . . . . . . ...

Axy
N3−3 . . . Axy

1 Axy
0 Axy

1

Axy
N3−2 Axy

N3−3 . . . Axy
1 Axy

0

 ,



12 YIXUAN WU AND YANZHI ZHANG

where for k = 0, 1, . . . , N3 − 2, the block matrix

Axy
k =


Ax

0k Ax
1k . . . Ax

(N2−3)k Ax
(N2−2)k

Ax
1k Ax

0k Ax
1k · · · Ax

(N2−3)k

... . . . . . . . . . ...
Ax

(N2−3)k . . . Ax
1k Ax

0k Ax
1k

Ax
(N2−2)k Ax

(N2−3)k . . . Ax
1k Ax

0k

 ,

with

Ax
jk =


a0jk a1jk . . . a(N1−3)jk a(N1−2)jk

a1jk a0jk a1jk · · · a(N1−3)jk

... . . . . . . . . . ...
a(N1−3)jk . . . a1jk a0jk a1jk
a(N1−2)jk a(N1−3)jk . . . a1jk a0jk

 ,

for j = 0, 1, . . . , N2−2, and k = 0, 1, . . . , N3−2. Similar to the 2D case, the matrix-
vector product can be efficiently computed via the 3D FFT, and the computational
cost is of O(M logM), and the memory requirement is O(M) with M = (N1 −
1)(N2 − 1)(N3 − 1).

Remark 2 (Extension to other nonlocal operators). Our method provides a general
framework of operator factorization, and can be easily generalized to solve the
nonlocal operators of the form:

Lu(x) = c̄d,α

∫
Rd

u(x)− u(y)

|x− y|d+α
K(|x− y|)dy, (26)

where K(r) denotes a kernel function, e.g., K(r) = exp(−λr) in the tempered
fractional Laplacian [14]. In this case, we can formulate the operator (26) as

Lu(x) = −c̄d,α

∫
Rd

+

Φd,γ(x, ξ)
K(|ξ|)
|ξ|d+α−γ

dξ

with Φd,γ(x, ξ) defined in (6). We then follow the same procedure as for (7) to
approximate it. Note that the extra kernel function changes weight µγ(ξ) and thus
affects the values of ωp, but the scheme structure remains the same as that of
fractional Laplacian (−∆)

α
2 .

3. Numerical experiments. In this section, we test the performance of our
method in discretizing the fractional Laplacian (−∆)

α
2 and in solving fractional

Poisson equations. Numerical results from constant basis (φ0), linear basis (φ1),
and quadratic basis (φ2) functions are compared and discussed under different con-
ditions of function u and power α. Moreover, nonhomogeneous Dirichlet bound-
ary conditions will be considered, which have been rarely studied in the literature
[8, 26, 3]. Unless otherwise stated, we will choose splitting parameter γ = 2 in our
simulations. More discussion and comparisons of different splitting parameters can
be found in Example 3.1.3.

3.1. Estimation of the fractional Laplacian. First, we study the accuracy of
our method in approximating the fractional Laplacian (−∆)

α
2 on a bounded domain

with extended (homogeneous or nonhomogeneous) Dirichlet boundary conditions.
Here, we consider the one-dimensional cases with Ω = (−1, 1), and thus Dirichlet
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boundary conditions are imposed on Ωc = (−∞,−1] ∪ [1,∞). Denote the error
function as

e∆(x) = (−∆)
α
2

h u(x)− (−∆)
α
2 u(x), for x ∈ Ω, (27)

where (−∆)
α
2

h represents a numerical approximation of the fractional Laplacian
(−∆)

α
2 . Then numerical accuracy for different function u will be studied in the

following examples. In the first two examples, we choose function u(x) =
(
1−x2

)s
+

with constant s ∈ R+ and then have the analytical result

(−∆)
α
2 (1− x2)s+ =

2αΓ(s+ 1)Γ((1 + α)/2)√
πΓ(s+ 1− α/2)

2F1

(1 + α

2
,−s+

α

2
;
1

2
; |x|2

)
,

for x ∈ (−1, 1).
Example 3.1.1. Here, we are interested in understanding the minimum conditions
for our method to be consistent. To this end, we consider function u(x) = (1 −
x2)

1+⌊α⌋
+ , satisfying that u ∈ C⌊α⌋, 1(Ω̄). That is, function u(x) = (1 − x2)+ for

α < 1, while u(x) = (1 − x2)2+ for 1 ≤ α < 2. Table 1 shows numerical errors
∥e∆∥∞ and convergence rates for different basis function φp and power α.

h 1/16 1/32 1/64 1/128 1/256 1/512
α = 0.5

φ0 7.5879e-3 5.3220e-3 3.7499e-3 2.6475e-3 1.8707e-3 1.3224e-3
c.r. 0.5117 0.5051 0.5023 0.5010 0.5005

φ1 7.8596e-3 5.4986e-3 3.8696e-3 2.7304e-3 1.9287e-3 1.3632e-3
c.r. 0.5154 0.5069 0.5031 0.5014 0.5007

φ2 1.3338e-2 9.3477e-3 6.5851e-3 4.6488e-3 3.2848e-3 2.3219e-3
c.r. 0.5129 0.5054 0.5024 0.5011 0.5005

α = 1

φ0 8.1722e-4 3.8342e-4 1.8911e-4 9.4360e-5 4.7189e-5 2.3604e-5
c.r. 1.0918 1.0197 1.0029 0.9997 0.9994

φ1 8.1722e-4 3.8342e-4 1.8911e-4 9.4360e-5 4.7189e-5 2.3604e-5
c.r. 1.0918 1.0197 1.0029 0.9997 0.9994

φ2 4.7698e-3 2.3572e-3 1.1717e-3 5.8413e-4 2.9164e-4 1.4571e-4
c.r. 1.0169 1.0085 1.0042 1.0021 1.0011

α = 1.7

φ0 3.6356e-3 1.8041e-3 1.2777e-3 1.0195e-3 8.3276e-4 6.8083e-4
c.r. 1.0109 0.4977 0.3257 0.2919 0.2906

φ1 2.5288e-3 5.4873e-4 5.8948e-4 5.0041e-4 4.0137e-4 3.2097e-4
c.r. 2.2043 -0.1033 0.2363 0.3182 0.3225

φ2 9.9878e-2 7.8950e-2 6.3253e-2 5.1024e-2 4.1302e-2 3.3489e-2
c.r. 0.3392 0.3198 0.3010 0.3050 0.3025

Table 1. Numerical errors ∥e∆∥∞ and convergence rates (c.r.) in
approximating function (−∆)

α
2 u with u = (1− x2)

1+⌊α⌋
+ and basis

function φp (for p = 0, 1, 2).

It shows that as mesh size h reduces, numerical errors decrease with a rate
depending on power α. Specifically, all three basis functions φp (for p = 0, 1, 2)
lead to the same convergence rate – O(h1−α) for α < 1, while O(h2−α) for α ≥ 1.
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Numerical errors are maximized around the boundary points x = ±1. In this
case, the function u has limited smoothness at two points x = ±1, which creates
a bottleneck for numerical accuracy (see similar observations of finite difference
methods in [10, 13]). But, our method can achieve the optimal accuracy – O(h2)

(a)
-3 -2 -1

-13

-9

-5

-1

(b)
-3 -2 -1

-13

-9

-5

-1

Figure 2. Numerical error |e∆(x)| at point x = 0 (left) and x =
0.5 (right) in approximating function (−∆)

α
2 u with u(x) = (1 −

x2)
1+⌊α⌋
+ , where α = 0.5 (blue), 1 (red), and 1.7 (green).

for constant basis φ0 and linear basis φ1, while O(h4) for quadratic basis φ2 – at
inner points (see more discussion in Remark 4). To illustrate this, Figure 2 presents
numerical errors at point x = 0 and x = 0.5, where an order line (i.e., dotted line)
is included for easy comparison. We find that numerical errors from constant basis
and linear basis are almost the same for different α, and they are identical if α = 1.
Numerical errors of quadratic basis φ2 at inner points (e.g. x = 0, 0.5) are much
smaller than those from constant and linear bases, suggesting the benefits of using
high-degree basis functions. Moreover, comparing Figure 2 (a) and (b) shows that
numerical error |e∆(x)| increases as x approaches the domain boundary, consistent
with our earlier observations of maximum errors around boundary points.

The above results and our extensive studies suggest that the minimum consis-
tency condition of our method in approximating the Dirichlet fractional Laplacian
(−∆)

α
2 depends on power α. For m ∈ N and l ∈ (0, 1], we denote

Cm, l(Ω̄) =

{
u ∈ Cm(Ω̄)

∣∣∣∣ sup
x, y∈Ω̄
x ̸=y

|u(k)(x)− u(k)(y)|
|x− y|l < ∞, for k ∈ N and k ≤ m

}
.

Then we can summarize the consistency results as follows.

Remark 3 (Consistency conditions). Let (−∆)
α
2

h be a numerical approxima-
tion to the Dirichlet fractional Laplacian (−∆)

α
2 with small mesh size h. Our

method with basis function φp (for p = 0, 1, or 2) is consistent if function u ∈
C⌊α⌋, α−⌊α⌋+ε(Ω̄) with small number ε > 0. Moreover, their local truncation errors
satisfy

∥e∆∥∞ ≤ Chε, for α ∈ (0, 2)

with C a positive constant independent of h.
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Our extensive studies show that the consistency result in Remark 3 is independent
of splitting parameter γ, i.e., it holds for any γ ∈ (α, 2].
Example 3.1.2. In this example, we continue our study to test the accuracy of our
method for functions that are smoother around boundary points. We are interested
in understanding the optimal accuracy of our method with different basis functions
and also the minimum conditions to achieve such an optimal accuracy.

To this end, let’s first consider function u = (1− x2)2.1+α
+ . Table 2 presents nu-

merical errors ∥e∆∥∞ and convergence rates for different basis functions φp. Com-

h 1/16 1/32 1/64 1/128 1/256 1/512
α = 0.5

φ0 9.7624e-5 2.8827e-5 7.6872e-6 1.9687e-6 4.9667e-7 1.2457e-7
c.r. 1.7598 1.9069 1.9653 1.9868 1.9953

φ1 2.1391e-4 5.9663e-5 1.5540e-5 3.9426e-6 9.9077e-7 2.4817e-7
c.r. 1.8421 1.9409 1.9787 1.9925 1.9972

φ2 1.0716e-4 2.4168e-5 5.5431e-6 1.2823e-6 2.9789e-7 6.9347e-8
c.r. 2.1486 2.1243 2.1120 2.1059 2.1029

α = 1

φ0 5.9137e-4 7.5126e-5 9.4842e-6 2.0487e-6 6.4898e-7 1.7163e-7
c.r. 2.9767 2.9857 2.2109 1.6584 1.9189

φ1 5.9137e-4 7.5126e-5 9.4842e-6 2.0487e-6 6.4898e-7 1.7163e-7
c.r. 2.9767 2.9857 2.2109 1.6584 1.9189

φ2 2.4438e-4 5.4962e-5 1.2583e-5 2.9079e-6 6.7516e-7 1.5713e-7
c.r. 2.1526 2.1270 2.1134 2.1067 2.1033

α = 1.7

φ0 1.4385e-2 5.3211e-3 1.5476e-3 4.0205e-4 9.9477e-5 2.4066e-5
c.r. 1.4348 1.7817 1.9446 2.0150 2.0474

φ1 1.5206e-2 5.5501e-3 1.6318e-3 4.2867e-4 1.0729e-4 2.6267e-5
c.r. 1.4540 1.7660 1.9285 1.9983 2.0302

φ2 8.0506e-4 1.0070e-4 1.6011e-5 3.1025e-6 6.6674e-7 1.4996e-7
c.r. 2.9991 2.6529 2.3675 2.2182 2.1526

Table 2. Numerical errors ∥e∆∥∞ and convergence rate (c.r.) in
approximating function (−∆)

α
2 u with u = (1− x2)2.1+α

+ and basis
function φp (for p = 0, 1, 2).

pared to Table 1, numerical errors in this case are much smaller since function u
is smoother over Ω̄. But, maximum errors are still found around two boundary
points x = ±1. Both constant basis φ0 and linear basis φ1 have accuracy rate of
O(h2), while the quadratic basis φ2 leads to a higher rate, i.e., O(h2.1). Moreover,
numerical errors from quadratic basis are much smaller than those from constant
and linear bases.

To further our understanding, we increase the smoothness of functions around
boundary points. Figure 3 shows numerical errors for functions u(x) = (1−x2)3.1+α

+

and u = (1−x2)4.1+α
+ . For both functions, the constant basis φ0 and linear basis φ1

remain the second-order accuracy, suggesting the best accuracy of these two basis
functions is O(h2). In contrast, the accuracy of quadratic basis φ2 increases as
function u becomes smoother, and the best accuracy is O(h4) (see Figure 3 (b)).
Figure 3 additionally suggests that the smaller the power α, the less the numerical
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Figure 3. Numerical errors ∥e∆∥∞ in approximating function
(−∆)

α
2 u, where α = 0.5 (blue), 1 (red), and 1.7 (green). (a)

u = (1− x2)3.1+α
+ ; (b) u = (1− x2)4.1+α

+ .

errors. In Figure 4, we further compare our method with the finite difference method
in the literature [10]. It shows that our method with linear basis φ1 has similar

(a)
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-1

Figure 4. Comparison of our method with linear basis (i.e., φ1)
or quadratic basis (i.e., φ2) and the finite difference method in [10]
(i.e., FDM) in approximating function (−∆)

α
2 u(x), where u(x) =

(1− x2)4.1+α
+ , and α = 0.5 (a) or 1.7 (b).

accuracy to the finite difference method, but our accuracy can be further increased
if quadratic basis φ2 is used.

From the above observations and our extensive studies, we summarize the optimal
accuracy of our methods in the following remark.

Remark 4 (Optimal accuracy). Let (−∆)
α
2

h,2 be a numerical approximation to
the Dirichlet fractional Laplacian (−∆)

α
2 with splitting parameter γ = 2 and small

mesh size h.
(i) If function u ∈ C2+⌊α⌋, α−⌊α⌋+ε(Ω̄), the error function from basis function φp

satisfies
∥e∆∥∞ ≤ Ch2, for α ∈ (0, 2),

for p = 0 or 1.



OPERATOR FACTORIZATION METHODS FOR FRACTIONAL LAPLACIAN 17

(ii) If function u ∈ C4+⌊α⌋, α−⌊α⌋+ε(Ω̄), the error function from quadratic basis
φ2 satisfies

∥e∆∥∞ ≤ Ch4, for α ∈ (0, 2).

Here, C is a positive constant independent of mesh size h, and ε > 0 is a small
number.

Our studies show that the optimal accuracy can be achieved only when splitting
parameter γ = 2. In contrast, other splitting parameters γ ∈ (α, 2) lead to larger
numerical errors and lower accuracy rates. More comparisons and discussions of
different splitting parameters can be found in next example.
Example 3.1.3. In this example, we consider infinitely smooth function u =
1/(1 + x2) for x ∈ R, and approximate (−∆)

α
2 u(x) for x ∈ (−1, 1). It is equivalent

to approximate the fractional Laplacian with extended nonhomogeneous boundary
conditions u = 1/(1 + x2) for x ∈ (−1, 1)c. Note that the exact solution is given by
[26]

(−∆)
α
2

( 1

1 + x2

)
= Γ(1 + α)

cos
[
(1 + α)arctan(x)

]
(1 + x2)

1+α
2

, for x ∈ R.

In addition to numerical accuracy, we will also study the effects of splitting param-
eter γ.

Table 3 shows that quadratic basis functions yield significantly smaller numerical
errors than constant and linear bases. This is one main advantage of our method –
when function u is smooth enough, our method enables us to increase the accuracy
by using high-degree basis functions (e.g., φ2). In terms of computer implemen-
tation, different basis functions only change the predefined values of ωp

k, but do
not affect the structures of main programs. Additionally, numerical errors in this
example are maximized at point x = 0, different from those in Examples 3.1.1 and
3.1.2.

In Figure 5, we study the effects of splitting parameter γ on numerical accuracy
for different basis function φp, where parameter γ = 2, 1, 1 + α/2, and α are
considered. It shows that the splitting parameter γ = 2 leads to the smallest
errors for each basis function. Moreover, when γ = 2 our method can achieve the
optimal convergence rates, i.e., O(h2) for φ0 and φ1, while O(h4) for φ2. In contrast,
an α-dependent rate is observed if splitting parameter γ ̸= 2. For instance, when
γ = 1 + α/2 we find that the accuracy is O(h2−α) for constant basis φ0 and linear
basis φ1, while O(h3−α) for quadratic basis φ2. Generally, if γ ∈ (α, 2) the accuracy
rate depends on power α, which is lower than that from γ = 2. Hence, we suggest
to choose γ = 2 in practice.

3.2. Solution of Poisson problems. In this section, we further explore the per-
formance of our method in solving the fractional Poisson equation and its general-
ization. Denote the error function in solution as

eu(x) = uh(x)− u(x), for x ∈ Ω,

where uh and u represent numerical and exact solutions, respectively. As seen in
Example 3.1.3, the splitting parameter γ = 2 outperforms other parameter γ ∈
(α, 2), and thus we will always take γ = 2 in the following examples.
Example 3.2.1

(
1D fractional Poisson equation

)
. Let the one-dimensional

domain Ω = (−1, 1). First, we consider the benchmark fractional Poisson problem,
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h 1/16 1/32 1/64 1/128 1/256
α = 0.5

φ0 2.0023e-5 5.4222e-6 1.3919e-6 3.5121e-7 8.8084e-8
c.r. 1.8847 1.9618 1.9866 1.9954

φ1 3.0000e-5 8.3090e-6 2.1718e-6 5.5132e-7 1.3857e-7
c.r. 1.8522 1.9357 1.9780 1.9923

φ2 1.7384e-7 1.2148e-8 7.8796e-10 4.9569e-11 2.6986e-12
c.r. 3.8391 3.9464 3.9906 4.1991

α = 1

φ0 1.1056e-4 1.7994e-5 3.2863e-6 6.6985e-7 1.4849e-7
c.r. 2.6193 2.4530 2.2945 2.1735

φ1 1.1056e-4 1.7994e-5 3.2863e-6 6.6985e-7 1.4849e-7
c.r. 2.6193 2.4530 2.2945 2.1735

φ2 8.0637e-7 2.5951e-8 8.3813e-10 2.7735e-11 9.3070e-13
c.r. 4.9576 4.9525 4.9174 4.8972

α = 1.7

φ0 2.2284e-3 4.6838e-4 9.8834e-5 2.0988e-5 4.4908e-6
c.r. 2.2503 2.2446 2.2355 2.2245

φ1 2.3784e-3 5.1283e-4 1.1135e-4 2.4403e-5 5.4026e-6
c.r. 2.2135 2.2033 2.1900 2.1753

φ2 3.1706e-5 1.6865e-6 8.9337e-8 4.7546e-9 2.6046e-10
c.r. 4.2326 4.2386 4.2319 4.1902

Table 3. Numerical errors ∥e∆∥∞ and convergence rate (c.r.) in
approximating function (−∆)

α
2 u on (-1, 1) with u(x) = 1/(1 + x2)

and basis function φp (for p = 0, 1, 2).

i.e., choosing f(x) = 1 in (1) and g(x) ≡ 0 in (2). Its exact solution is given by

u(x) = − 1

Γ(1 + α)
(1− x2)

α
2
+ , for x ∈ R,

i.e., u ∈ C0,α2 (Ω̄). Table 4 presents numerical errors ∥eu∥∞ and convergence rates
for different basis function φp and power α.

It shows that our method has an accuracy rate of O(h
α
2 ) for any α ∈ (0, 2),

independent of basis function φp. In this case, the regularity of solution at bound-
ary creates a bottleneck for numerical methods, and consequently using high-degree
basis function does not necessarily benefit the accuracy. Note that the same con-
vergence rate is observed for finite difference methods [10, 13, 14]. Generally, the
larger the power α, the smoother the solution at boundary, the smaller the numer-
ical errors. Similar to the observations in Section 3.1, the constant basis φ0 and
linear basis φ1 have the same numerical errors if α = 1, since their differentiation
matrices for the fractional Laplacian (−∆)

1
2 are identical. The maximum numerical

errors in Table 4 are found around two boundary points x = ±1. But, numerical
errors at points far away from the boundary are much smaller, and moreover an
accuracy rate of O(h) is observed at these points; see Figure 6 for errors at x = 0.

Next, we generalize our study and consider the Poisson problem (1)–(2) with
extended homogeneous boundary conditions g(x) ≡ 0 and

f(x) =
2αΓ(α+1

2 )Γ(s+ 1)
√
π Γ(s+ 1− α

2 )
2F1

(α+ 1

2
,−s+

α

2
;
1

2
; x2

)
, for x ∈ (−1, 1), (28)
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Figure 5. Effects of splitting parameter γ in approximating func-
tion (−∆)

α
2 u on (−1, 1) with u(x) = 1/(1 + x2), where α = 0.5

(blue), 1 (red), and 1.7 (green).
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Figure 6. Numerical errors |eu(x)| at point x = 0 in solving the
1D fractional Poisson problem (1)–(2) with f(x) = 1 and g(x) = 0,
where α = 0.5 (blue), 1 (red), or 1.7 (green).

for s > 0, where 2F1 denotes the hypergeometric Gauss function. The exact solution
in this case is given by u(x) = (1−x2)s+. It is clear that (28) is a general case of the
benchmark problem (e.g., s = α/2), and the regularity of solutions can be controlled
by parameter s – the larger the value of s, the smoother the solution on Ω̄. Figure
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h 1/16 1/32 1/64 1/128 1/256 1/512
α = 0.6

φ0 7.4494e-2 5.9980e-2 4.8507e-2 3.9314e-2 3.1898e-2 2.5895e-2
c.r. 0.3126 0.3063 0.3031 0.3016 0.3008

φ1 7.5493e-2 6.0790e-2 4.9164e-2 3.9847e-2 3.2331e-2 2.6247e-2
c.r. 0.3125 0.3062 0.3031 0.3016 0.3008

φ2 8.4532e-2 6.8106e-2 5.5102e-2 4.4671e-2 3.6249e-2 2.9429e-2
c.r. 0.3117 0.3057 0.3028 0.3014 0.3007

α = 1

φ0 4.9166e-2 3.4508e-2 2.4310e-2 1.7158e-2 1.2121e-2 8.5671e-3
c.r. 0.5107 0.5054 0.5027 0.5013 0.5007

φ1 4.9166e-2 3.4508e-2 2.4310e-2 1.7158e-2 1.2121e-2 8.5671e-3
c.r. 0.5107 0.5054 0.5027 0.5013 0.5007

φ2 5.7935e-2 4.0695e-2 2.8682e-2 2.0248e-2 1.4306e-2 1.0112e-2
c.r. 0.5096 0.5047 0.5023 0.5012 0.5006

α = 1.5

φ0 1.6161e-2 9.5429e-3 5.6545e-3 3.3563e-3 1.9939e-3 1.1851e-3
c.r. 0.7600 0.7550 0.7525 0.7513 0.7506

φ1 1.5976e-2 9.4344e-3 5.5905e-3 3.3184e-3 1.9714e-3 1.1717e-3
c.r. 0.7599 0.7550 0.7525 0.7513 0.7506

φ2 2.2627e-2 1.3365e-2 7.9205e-3 4.7018e-3 2.7934e-3 1.6603e-3
c.r. 0.7596 0.7548 0.7524 0.7512 0.7506

Table 4. Numerical errors ∥eu∥∞ and convergence rate (c.r.) in
solving the 1D Poisson problem on Ω = (−1, 1), where f(x) = 1 in
(1) and g(x) = 0 in (2).

7 shows numerical errors for different parameters s = α, 2, 3, and 4, while Figure 8
further compares our methods with the finite difference method in [10]. From them,
we find that

i). If s ≤ 2, all three basis functions lead to an s-dependent accuracy, i.e.,
∥eu∥∞ ∼ O(hs). In this case, the regularity of solution plays a dominant
role in determining the accuracy of numerical methods (see similar observa-
tions for finite difference method in [10, Table 3].)

ii). If s > 2, the solution u ∈ C2(Ω̄). In this case, both constant basis φ0 and
linear basis φ1 functions achieve the optimal accuracy of ∥eu∥∞ ∼ O(h2).
Moreover, their numerical errors are almost the same (see Figure 7 (b)–(d)).
In contrast, the quadratic basis φ2 function can achieve a higher accuracy rate
O(hs) for 2 < s < 4 (see Figure 7 (c)–(d)).

iii). If s ≥ 4, the quadratic basis φ2 has much smaller numerical errors than those
two basis functions and reaches the optimal accuracy rate ∥eu∥∞ ∼ O(h4).

The above studies suggest when choosing basis functions, one should take the regu-
larity of solution into account so as to achieve the best performance of our method.
Example 3.2.2

(
1D tempered fractional Poisson equation

)
. Remark 2 shows

that our method can be easily generalized to study other nonlocal operators of form
in (26). To illustrate this, we will apply our method to study the Poisson equation
with tempered fractional Laplacian, i.e. choosing kernel function K(|x − y|) =
e−λ|x−y| in (26). The tempered fractional Laplacian is used to study the coexistence
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Figure 7. Numerical errors ∥eu∥∞ in solving the 1D Poisson prob-
lem (1)–(2) with g(x) = 0 and f(x) in (28), where the exact solution
is u(x) = (1−x2)s+. From (a) to (d): s = α, 2, 3, 4, where α = 0.5
(blue), 1 (red), or 1.7 (green).
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Figure 8. Comparison of our method with linear basis (i.e., φ1)
or quadratic basis (i.e., φ2) and the finite difference method in [10]
(i.e., FDM) in solving the fractional Poisson equation with exact
solution u(x) = (1− x2)4+, where α = 0.5 (a) or 1.7 (b).

of normal and anomalous diffusion in many complex systems, where λ ≥ 0 is a model
parameter that mediates these two diffusion (see [14] and references therein for more
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discussion). In our example, the right hand side function f(x) is chosen such that
the exact solution is given by u(x) = (1− x2)2+ for x ∈ R.

Figure 9 shows numerical errors for λ = 0.5 and λ = 1. Note that when λ = 0,
it reduces to the fractional Poisson problem studied in Figure 7 (b). It shows that
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Figure 9. Numerical errors ∥eu∥∞ in solving the 1D tempered
fractional Poisson problem with exact solution u(x) = (1 − x2)2+,
where α = 0.6 (blue), 1 (red), or 1.5 (green).

the uniform second-order accuracy is achieved for both λ = 0.5 and λ = 1, same
rate as in Figure 7 (b) for λ = 0. Moreover, numerical errors are insensitive to
parameter λ. The computer implementation of this problem is the same as that
for the fractional Poisson problem in Example 3.2.1, except the values of ωp

k. Due
to the tempered term e−λ|x−y|, the integrals of ωp

k in (15) cannot be analytically
obtained, but they can be pre-calculated with numerical quadrature rules.
Example 3.2.3

(
2D fractional Poisson equation

)
. In this example, we consider

the two-dimensional Poisson problem (1)–(2) on a square domain Ω = (−1, 1)2 with
extended nonhomogeneous boundary conditions:

g(x) = e−|x|2 , for x ∈ Ωc. (29)
The right hand function in (1) is chosen as

f(x) = 2αΓ
(
1 +

α

2

)
1F1

(
1 +

α

2
; 1; −|x|2

)
, for x ∈ Ω, (30)

where 1F1 denotes the confluent hypergeometric function. Compared to homoge-
neous cases, nonhomogeneous boundary conditions require extra computation of
integrals involving nonzero g(x), e.g., the second term in Lα

Υc
+

, which can be accu-
rately computed with traditional quadrature rules. Since the discretization matrix
has multilevel Toeplitz structure, the resulting linear system can be solved with fast
algorithms based on the fast Fourier transforms.

Figure 10 shows numerical errors in solution for α = 0.7 and 1.9 with linear
basis function φ1 and mesh size h = 1/64. It is clear that numerical errors reduce
as |x| increases, and the maximum errors are obtained at point x = (0, 0). More-
over, it shows that the errors of α = 1.9 are smaller than those of α = 0.7. In
Table 5, we further explore numerical errors ∥eu∥∞ and convergence rates of our
method for different α. It shows that our method with linear basis function has the
second order of accuracy for any α ∈ (0, 2), but the smaller the power α, the less
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Figure 10. Numerical errors in the solution of the 2D fractional
Poisson problems with basis function φ1 and mesh size h = 1/64.

h 1/4 1/8 1/16 1/32 1/64 1/128

α = 0.2
5.3181e-4 1.1946e-4 2.8883e-5 7.1505e-6 1.7827e-6 4.4531e-7

c.r. 2.1544 2.0482 2.0141 2.0040 2.0011

α = 0.7
2.3855e-3 5.1805e-4 1.2151e-4 2.9565e-5 7.3092e-6 1.8190e-6

c.r. 2.2031 2.0921 2.0391 2.0161 2.0065

α = 1
3.9406e-3 8.3747e-4 1.9083e-4 4.5384e-5 1.1056e-5 2.7276e-6

c.r. 2.2343 2.1338 2.0720 2.0374 2.0191

α = 1.4
6.9983e-3 1.4880e-3 3.2910e-4 7.5175e-5 1.7618e-5 4.2102e-6

c.r. 2.2337 2.1767 2.1302 2.0932 2.0651

α = 1.9
1.4264e-2 3.3824e-3 8.0943e-4 1.9424e-4 4.6676e-5 1.1230e-5

c.r. 2.0762 2.0631 2.0591 2.0571 2.0554
Table 5. Numerical errors ∥eu∥∞ and convergence rate (c.r.) in
solving the 2D Poisson problem on Ω = (−1, 1)2 with f and g
defined in (29)–(30), where linear basis φ1 is used.

the numerical errors. Extensive studies show that the performance of our method
in two-dimensional cases are similar to those in one dimension, and we will omit
showing details for brevity.

4. Conclusions and discussion. We proposed a new class of operator factoriza-
tion methods for discretizing the integral fractional Laplacian (−∆)

α
2 in (3). The

performance of our method in approximating the fractional Laplacian and solv-
ing the fractional Poisson problems was detailedly examined. The differentiation
matrix resulting from our method is of symmetric (multilevel) Toeplitz structure,
which enables us to save memory cost and design efficient algorithms via the fast
Fourier transforms. Compared to other existing methods, our method has flexibility
to increase numerical accuracy by using high-degree basis functions. Moreover, the
application of different basis functions only changes the entries of differentiation
matrix, but does not affect its (multilevel) Toeplitz structure.

Numerical studies show that for sufficiently smooth functions, our method with
constant basis φ0 and linear basis φ1 has an optimal accuracy of O(h2), and this
rate can be improved to O(h4) if quadratic basis φ2 is used. This accuracy can
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be further increased if higher degree basis function φp is used. When approx-
imating operator (−∆)

α
2 , the minimum condition to achieve the above optimal

accuracy is u ∈ C2+⌊α⌋, α−⌊α⌋+ε(Ω̄) for constant and linear basis functions, while
u ∈ C4+⌊α⌋, α−⌊α⌋+ε(Ω̄) for quadratic basis with ε > 0 a small constant. While solv-
ing fractional Poisson problems with solution u ∈ Cm,l(Ω̄) for m ∈ N and 0 < l < 1,
our method has an accuracy of O

(
hmin{m+l, 2}) for constant and linear basis func-

tions, while O
(
hmin{m+l, 4}) for quadratic basis functions. Numerical experiments

showed that choosing splitting parameter γ = 2 leads to the best performance of
our method, and thus this optimal parameter γ = 2 should be always taken in
our method. Our additional study on the tempered fractional Poisson problem
confirmed that our method can be readily applied to a broader class of nonlocal
operators.

Appendix A. Calculation of weight functions ωp. In one-dimensional cases,
the weight integral in (15) can be found analytically. For convenience of the readers,
we will summarize their analytical results of ωp

k for p = 0, 1, 2 as below.
For p = 0, the weight integral ω0

k in (15) is calculated as

ω0
k =

1

σ0


ξσ0

1/2, if k = 0,

ξσ0

N − ξσ0

N−1/2, if k = N,

ξσ0

k+1/2 − ξσ0

k−1/2, otherwise,

where we denote σ0 = γ −α. For p = 1, the weight integral ω1
k in (15) is calculated

as

ω1
k =

h−1

σ1σ0


hσ1 , if k = 0,
ξσ1

N−1 − ξσ1

N + σ1h ξ
σ0

N , if k = N,
ξσ1

k+1 + ξσ1

k−1 − 2ξσ1

k , otherwise,

where we denote σ1 = σ0 + 1. While p = 2, the weight integral ω2
k in (15) is

calculated as

ω2
k =

1

2h2



ξσ2
2

σ2
− ξ3

ξσ1
2

σ1
+ 2h2 ξ

σ0
2

σ0
, if k = 0,

ξσ2

N − ξσ2

N−2

σ2
− 2ξN− 3

4

ξσ1

N − ξσ1

N−2

σ1
+ ξN−1ξN−2

ξσ0

N − ξσ0

N−2

σ0
, if k = N,

−2
ξσ2

k+1 − ξσ2

k−1

σ2
+ 4ξk

ξσ1

k+1 − ξσ1

k−1

σ1
− 2ξk+1ξk−1

ξσ0

k+1 − ξσ0

k−1

σ0
,

if 0 < k < N , odd,
ξσ2

k+2 − ξσ2

k−2

σ2
− 2

σ1

[
ξk− 1

2

(
ξσ1

k − ξσ1

k−2

)
+ ξk+ 1

2

(
ξσ1

k+2 − ξσ1

k

)]
+

1

σ0

[
ξk−2ξk−1

(
ξσ0

k − ξσ0

k−2

)
+ ξk+2ξk+1

(
ξσ0

k+2 − ξσ0

k

)]
,

if 0 < k < N , even,

where σ2 = σ0 + 2.
In high dimensions, the weight integral can not be calculated analytically, and

thus numerical quadrature rules will be used to compute these integrals.
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