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a b s t r a c t

The movement of vortices in superconductors due to an applied current can induce a loss of perfect
conductivity. Experimental observations show that material impurities can effectively prevent vortices
from moving. In this paper, we provide numerical studies to investigate vortex pinning and critical
currents through the use of an optimal control approach applied to a variant of the time-dependent
Ginzburg–Landaumodel that can account for normal inclusions. The effects that the size and boundary of
the sample and the number, size, shape, orientation, and location of the inclusion sites have on the critical
current and vortex lattices are studied. In particular, the optimal control approach is used to determine
the optimal properties of the impurities so as to maximize the critical current, i.e., the largest current that
can pass through a superconductor without resistance.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Since its discovery in 1910, superconductivity has attracted the
intense interest of researchers. More recently, the discovery of
high-temperature superconductors (HTS) has further stimulated
interest in this field. The great interest in superconductors is
due to their fascinating property of zero resistivity or infinite
conductivity; that is, below a critical temperature and below a
critical external magnetic field, superconducting materials can
conduct electric currents without resistance. However, a critical
factor limiting the practical application of superconductors is their
response to magnetic fields that can create tubes of magnetic
flux referred to as superconducting vortices. In the presence of an
applied current, these vortices start moving, and their movement
can reduce or eliminate the amount of resistanceless current a
superconducting material can carry. Thus, pinning vortices in a
superconductor and increasing its critical current are important
issues in superconductivity research. Here, we define the critical
current as the largest applied current that can pass through a
superconductor while all the vortices remain stationary.

Experimentally, vortex pinning has been realized using
several mechanisms such as adding defects or impurities in su-
perconductors [1–3], varying the thickness of the thin films [4],
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and using grain and twin boundaries in anisotropic superconduc-
tors [5]. Among these mechanisms, doping impurities (i.e., normal
inclusions) may be the most popular because impurities can be
easily manipulated in several ways to increase the critical current.
Impurities act as pinning centres that can result in an increase in
the critical current at higher magnetic fields. In addition, the ma-
terial composition of impurities as well as their number, shape,
and location can have an important influence on superconducting
properties [1–3].

Computationally, the properties of superconducting vortices
have been extensively studied by using thewell-knownGinzburg –
Landau (GL) model for superconductivity [6–8]. For example,
vortex structure and vortex pinning are investigated by using
the normal inclusion GL models in [9–12]. Similar studies were
also carried out in [13,11] by using the variable thickness thin-
film GL models. In [14,15], the influence of random thermal
fluctuations on vortex structure was also studied by simulating
stochastic GL models. The interaction and dynamics of vortices
were investigated in [16–18]. On the other hand, the properties of
superconductors have been investigated through different optimal
control approaches subject to the GLmodels. For example, to meet
a desired superconducting state, an optimal control problem using
a boundary control was considered in [19]. In [20–22], the external
magnetic field was controlled by using the variable thickness
thin-film GL model. Recently, critical current enhancement
was studied in [23] by controlling the placement of normal
inclusions.
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In this paper, we study the pinning of vortices by embedding
normal inclusions into a superconducting material and then
determining the critical current through an optimal control
approach. By introducing a cost functional, we cast the problem
into an optimization problem, that is, we minimize the cost
functional with respect to some control parameters. A similar cost
functional was used in [23] with the optimization parameters
chosen as the centres of inclusion sites and the applied current.
We employ additional optimization parameters. To gain insight,
we first choose the applied current as the only control parameter
and numerically study the effect of the sample boundary and the
properties of the inclusion sites, e.g., their number, size, shape,
orientation, and location, on the pinning of vortices and the critical
current. Then, we add the size and location of each inclusion site as
additional control parameters and report and compare the optimal
results for some representative cases.

The paper is organized as follows. In Section 2, we briefly
review a variant of the time-dependent Ginzburg–Landau model
for superconductivity that can account for normal inclusions. Then,
an optimal control approach and its numerical realization are
discussed in Section 3. In Section 4, vortex pinning and the critical
current are studied by solving an optimization problem with
different control parameters. Finally, some concluding remarks are
made in Section 5.

2. Ginzburg–Landau model

The two-dimensional, time-dependent Ginzburg–Landau
(TDGL) model used in our study is well-known for describing the
properties of superconductors. Details may be found in [9,6,8]. A
variant of that model that can account for normal inclusions was
given in [9]. We let Ω = [0, L]2 denote the domain occupied by
the sample and Γ = ∂Ω its boundary. Assume that a constant ex-
ternal magnetic field H is applied in the direction perpendicular to
the sample surface, i.e., H = Hz, wherez denotes the unit vec-
tor in the z-direction and H = |H| denotes the magnitude of H.
In addition, we assume that an applied current J is injected in the
y-direction, i.e., J = Jy, with J a constant in time, wherey denotes
the unit vector in the y direction.

After a suitable nondimensionalization, the dimensionless
TDGL equations for the complex scalar-valued order parameter ψ
and real vector-valued magnetic potential A are given by [9,6,23]

∂ψ

∂t
+


iξ∇ +

1
κ
A
2

ψ + (|ψ |
2
+ α)ψ − i

Jy
νκ
ψ

= 0 inΩ, (2.1)
ν

ξ 2

∂A
∂t

+ ∇ × ∇ × A +
i
2κ
(ψ∗

∇ψ − ψ∇ψ∗)+
1
λ2

|ψ |
2A − J

= ∇ × H inΩ, (2.2)

where (·)∗ denotes the complex conjugate, along with the
boundary conditions
iξ∇ψ +

1
κ
Aψ


· n = 0 on Γ , (2.3)

∇ × A × n =


H −


x −

L
2


Jz × n on Γ , (2.4)

A · n = 0 on Γ , (2.5)

with n denoting the unit normal vector on Γ . In (2.1)–(2.5),
the coherence length ξ describes the size of thermodynamic
fluctuations in the superconducting phase, and the London
penetration length λ describes the distance over which the
magnetic field can penetrate into the superconductor. The ratio
κ = λ/ξ denotes the Ginzburg–Landau parameter, and ν > 0 is a
relaxation parameter. The parameter α is temperature-dependent
and is discussed later. The order parameter ψ can be viewed
as the wave function of the superconducting electrons, with its
magnitude |ψ | proportional to the density of such electrons. In the
above nondimensionalized form, |ψ | = 1 means that the material
is in a pure superconducting state, while |ψ | = 0 represents the
normal state.

The initial conditions of the TDGL equations (2.1)–(2.5) are
given by

ψ(x, 0) = ψ0(x) and A(x, 0) = A0(x) inΩ, (2.6)

where we assume that ∇ · A0 = 0 and also that |ψ0(x)| ≤ 1, a.e..
It is well known that the Ginzburg–Landau equations are gauge
invariant. To ensure that the solutions are unique, we have applied
the following gauges in (2.1)–(2.6):

− ∇Φ = J inΩ and A · n = 0 on Γ , (2.7)

i.e., choosing a nonzero electric potentialΦ and setting the normal
component of themagnetic potential to be zero on the boundaryΓ .
Eq. (2.7) immediately implies that the electric potential Φ = −Jy.
It is known that solutions of the TDGL equations (2.1)–(2.6) are
unique up to the gauge transformation (2.7); see more details in
[6,24,25].

As mentioned above, the parameter α in (2.1) is temperature-
dependent, and thus the termαψ describes thematerial properties
at a given temperature. Below the critical temperature of a super-
conductor, the parameter α < 0 in the regions occupied by super-
conducting materials, while α > 0 in those with normal materials.
In particular, after nondimensionalization, α ≡ −1 for a pure su-
perconducting state. Thus, the TDGL equations (2.1)–(2.6) provide
an effective model for describing a superconducting sample em-
beddedwith impurities (i.e., normal inclusions), and the properties
of the normal inclusions can be easily controlled by adjusting the
parameter α in (2.1) [9].

For an integer M , we assume that M normal inclusions are em-
bedded in the superconducting sample and each has the same
shape. Let Dm := D(xm) (for m = 1, . . . ,M) denote the region oc-
cupied by them-th inclusion, with xm representing its mass centre.
Assume that the impurities have uniform material properties and
thus the point xm is also the geometric centre of them-th inclusion.
In the following, we define

α := α(x) =


1 if x ∈ Dm, for m = 1, . . . ,M
−1 otherwise (2.8)

in (2.1), that is, we set α = 1 for the normal inclusion regions and
α = −1 for the superconducting regions.

3. Optimal control approach

Recently, an optimal control problem was proposed in [23] to
determine the locations of normal inclusion sites that result in the
largest critical current. In that work, a fixed number of circular
normal inclusion regions of the same size were used and a cost
functional involving their centres and the applied current was
introduced. If we use additional parameters as control parameters,
then the cost functional has the general form

F (ψ, P, J) =

∫ T2

T1

∫
Ω


∂|ψ |

∂t

2

dx dt − µJ2, (3.1)

where P denotes the set of parameters used and which are
discussed later. The first term in (3.1) is used to measure the
motion of the vortices in the time interval [T1, T2], which depends
on the properties of the normal inclusions through the parameter
α(x) given in (2.8) and used in (2.1). For a given configuration of
inclusion sites, if the applied current J is smaller than the critical
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current, then a stationary state is reached after a sufficiently large
time T1. In this case, all vortices remain motionless for any time
t ≥ T1, and the first term in (3.1) is zero. The second term in
(3.1) is a penalty term. The positive constant µ is used to adjust
the relative importance of the two terms and is chosen to meet the
requirements that if the applied current is smaller than the critical
current, i.e., J < Jc , the second term in (3.1) is dominant, while the
first term becomes significant when J > Jc .

The parameter P in (3.1) is used to denote a set of parameters
characterizing the normal inclusions which play an important role
in vortex pinning. For example, P represented the locations of the
M normal inclusion sites in [23] as determined by their geometric
centres, i.e., P = {xm}

M
m=1. In fact, other properties, e.g., the size

and shape, of the normal inclusions also influence the pinning of
vortices. Without loss of generality, we denote

P = {Pm}
M
m=1 with Pm = {pm,k}

q
k=1, (3.2)

where we assume that there are q parameters for each of the
inclusion sites, and Pm is the parameter set for the m-th site. For
example, when only the centre of each inclusion site is used, Pm =

{xm, ym} and q = 2.
After introducing the cost functional F (ψ, P, J), we translate

the problem of seeking the critical current and the inclusion site
parameters into an optimal control problem. Specifically, we seek
the state variables (ψ,A) and the control variables (P, J) such
that the functional F defined in (3.1) is minimized subject to the
requirements that (ψ,A) and (P, J) satisfy the TDGL equations
(2.1)–(2.6), i.e.,

min
(P,J)

F (ψ, P, J) subject to (2.1)–(2.6). (3.3)

Then, the optimization problem (3.3) can be solved by using
standard techniques; in this work, we use the gradient method,
where the gradients of the functionalF with respect to the control
variables are determined through sensitivity derivatives [26]. After
we determine −∇F , we take a step along this direction, using the
appropriate step lengths for each parameter that ensures that the
cost functional decreases.

For convenience, we denote S = {sl}
qM+1
l=1 as the set of all control

variables. Let

ψ ′

l =
∂ψ

∂sl
and A′

l =
∂A
∂sl

for l = 1, . . . , qM + 1 (3.4)

denote the sensitivity derivative of the state variables (ψ,A)with
respect to the l-th control variable. By directly differentiating the
state equations (2.1)–(2.6) with respect to the control variable
sl, we get the following sensitivity equations for each sl, l =

1, . . . , qM + 1:
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together with the boundary conditions[
iξ∇ +

1
κ
A

ψ ′

l +
1
κ
A′

lψ

]
· n = 0 on Γ , (3.7)

∇ × A′

l × n =

[
∂ H
∂sl

−


x −

L
2


∂ J
∂sl

z] × n on Γ , (3.8)

A′

l · n = 0 on Γ , (3.9)

and the initial conditions

ψ ′

l (x, 0) = 0 and A′

l(x, 0) = 0 inΩ. (3.10)

Then, the sensitivities ψ ′

l and A′

l (for l = 1, . . . , qM + 1) can be
obtained by solving the sensitivity system (3.5)–(3.10).

Numerically, we choose to discretize the TDGL equations
(2.1)–(2.6) by a finite element method in space and by a
backward differentiation multi-step method in time, and to solve
the resulting nonlinear system by Newton’s method. The global
existence and uniqueness of the solutions of (2.1)–(2.6) have been
proved in a limit sense, and the corresponding error estimates have
been studied in [24,25,23]. The sensitivity equations (3.5)–(3.10)
are discretized in the samemanner. However, the discretization of
(3.5)–(3.10) results in a linear system for each control variable sl.
Furthermore, for each sl, the resulting linear system has the same
coefficientmatrix, and only the right-hand side vectors differ. Thus,
in the computations, we need to assemble the coefficient matrix
only once and apply it to solve for all the control variables. See [23]
for details of the algorithm in the case where Pm = {xm, ym} and
q = 2 in (3.2).

4. Numerical results

In this section, we numerically study vortex pinning and
critical currents for different inclusion configurations. For all
computations except those in Section 4.1.4, the normal inclusion
sites are chosen to be circular and defined by

Dm = {x : |x − xm| < rm} for 1 ≤ m ≤ M (4.1)

with xm and rm the centre and radius of the m-th inclusion site,
respectively. In Section 4.1.4, we consider alternative shapes of the
impurities.

The control algorithm is computationally intensive. Although
the sensitivity equations are linear and share the same coefficient
matrix, it must be assembled at each time step; furthermore, the
more control parameters one uses, the more steps of the gradient
method are typically required. For computational reasons, we have
broken our simulations into two parts. In the first part, we have
chosen only J as the control parameter to reduce the computational
cost. Hence, we study the effects on the critical current of the
sample boundary and the number, size, shape, orientation, and
location of the normal inclusion sites, all of which are fixed during
the optimization procedure. This will give us insight into the
parameterswhich are themost important. In the second part of our
simulations, we include various parameters for each inclusion site
as control variables in addition to the current so as to determine,
e.g., the optimal location, shape, etc. of those inclusions.

For all simulations, the parameters in the TDGL equations
(2.1)–(2.6) and the sensitivity equations (3.5)–(3.10) are chosen as
follows: ξ = 0.1, κ = 5.0, ν = 1 and λ = ξκ = 0.5. In addition, a
constant magnetic field with magnitude H = κ/2 = 2.5 is applied
in the z-direction; this nondimensionalmagnetic field corresponds
to one-half the bulk upper critical fieldHc2 . At each control step, we
choose the initial condition as the steady state corresponding to
the current configuration of inclusion sites and the applied current
J = 0, that is, the applied current is turned on at time t = 0.
The sample domain is chosen to be a square with side L = aξ
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Fig. 1. Stationary vortex lattices for J = 0 (first and third rows) and for the critical current Jc (second and fourth rows) for different sample sizes L = aξ , a and integer, with
no normal inclusions.
(a > 0). Numerically, the finite element spaces are constructed
by using continuous piecewise quadratic polynomials [24,11,7,23].
The time step is chosen to ensure that the computation is
efficient and, on the other hand, the accumulated errors from time
discretization are insignificant after a long time. We have found
that a time step ∆t = 0.2 is satisfactory in this regard. In the
cost functional (3.1), the motion of the superconducting vortices
is measured in a time period with length 500, i.e., T2 = T1 + 500.
To get an effective control, we have to choose different µ and T1
depending on the sample size L. In particular, the time T1 should
be large enough to ensure that in the case of J < Jc , the steady
state is already reached at the time t = T1. For example, we use
µ = 10−4 and T1 = 5600 when the sample size L = 20ξ , whereas
when L = 10ξ , we take µ = 10−8 and T1 = 2200.

For plotting purposes, we rewrite the order parameter in the
form

ψ(x, t) =


ρ(x, t) exp(iS(x, t)), (4.2)

where ρ(x, t) = |ψ |
2 and S(x, t) = arg(ψ) are the position den-

sity and phase of ψ(x, t), respectively. The numerical results are
displayed in the formof densityρ, where the normal inclusion sites
are indicated by the closed regions illustrated by black lines. For
clarity, we only plot |ψ | ≤ 0.5 in the density plots. To get a better
view of the vortex distribution, the phase plots are also presented;
here the symbol ‘+’ represents the centre of a vortex with winding
number+1. Thewinding numberω (also known as the topological
charge) of a vortex is defined by
ω =
1
2π


C

∇S · dl, (4.3)

where C is a closed curve containing the vortex centre.

4.1. Studies with the single control parameter J

In this section, we consider vortex pinning in the simplified
case where the applied current is the only control variable;
all parameters that determine the configuration of the normal
inclusions are held fixed during the optimization process. First, the
pinning effect of the boundary is studied by considering different
sample sizes with L = aξ for integer a. Then, in Sections 4.1.2,
4.1.3 and 4.1.5, we investigate the effects of the number, size, and
locations of the circular inclusion sites, respectively, where we use
the same radius for all inclusion sites, i.e., rm = r for 1 ≤ m ≤ M .
In addition, vortex pinning by square and elliptic inclusion sites are
studied in Section 4.1.4.

4.1.1. Boundary effects
Computationally, we consider finite sample sizes, so that the

boundary influences the nucleation of vortices [27]. Before adding
normal inclusions as pinning sites, we consider the pinning effect
of the boundary as the sample size increases. First, for each sample
size, the state equations (2.1)–(2.6) are approximated with α(x) ≡

−1 and J = 0 until a steady state is reached. Next, to see how the
critical current behaves as the sample size increases, we solve the
optimal control problem (3.3) with J the only control parameter.
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Fig. 2. For no normal inclusions, on the left, the critical current Jc versus the ratio a = L/ξ ; the curve fit shown by the dashed curve is given by y ≈ 11.45e−0.3142a . On the
right, the number of vortices versus a for J = 0; the linear fit shown by the dashed line is given by y = 2.254a − 20.16.
Fig. 3. Vortex pinning and critical current withM circular normal inclusion sites which have a radius r = ξ for a sample of size L = 20ξ .
Fig. 1 displays the stationary vortex lattices for the sample size
of L = aξ for 10 values of a between 7 and 28 for the solutions of
the TDGL equations with J = 0 and for J = Jc , where the value of
Jc is obtained through the optimal control algorithm. We note that
when the current J = 0, if the size L is too small, e.g., L ≤ 7ξ ,
no vortex is nucleated in the sample; a stationary vortex lattice
is achieved for the larger values of L. Furthermore, the larger the
sample, the more vortices in the lattice. The vortex lattices always
have a certain symmetry when J = 0, but they are slightly twisted
if a nonzero current J < Jc is applied. Furthermore, due to the fact
that the current is applied in the y-direction, all vortices are shifted
to the right compared to their positions when J = 0. In addition, if
the applied current J > Jc , the vortices move and, during the time
evolution, they periodically come into the lattice from the left side
of the sample and leave at the right side.

Fig. 1 also suggests that although no normal inclusions are
applied, the sample still allows small nonzero applied currents, e.g.,
0 < J ≤ Jc , to pass through,while the vortices remain stable,which
agrees with the theoretical results in [28]. This confirms that
the boundary of the sample has a pinning effect on vortices.
However, the boundary pinning becomes weaker as the sample
size increases,which can be also observed in Fig. 2which shows the
relations between the sample size L and both the critical current Jc
and the number of vortices nucleated in the lattices when J = 0.
The results show that the number of vortices present in the lattices
increases roughly linearly with sample size. In contrast, the critical
current exponentially decreases for increasing sample size L.

4.1.2. Effect of number of inclusion sites
Wenowconsider the effect that the number of normal inclusion

sites has on the critical current and the number of vortices. For
these simulations, we assume that all inclusions are uniformly
distributed inside a fixed sample of size L = 20ξ and have circular
shapes with the same radius r = ξ . Next, we attempt to quantify
the number of inclusions which provides the highest critical
current; this, of course, depends on the sample size. In all
simulations, the critical current is determined by minimizing the
cost functional defined in (3.1)with the parameters in the set P that
determine the configuration of the inclusions held fixed during the
optimization process.

Fig. 3 shows the vortex pinning and the critical current as the
number of normal inclusion sites is increased from M = 1 to M =

64. Fig. 4 displays the phase plots for the cases M = 1, 4, 25, and
49. Comparing with Fig. 1 for L = 20ξ , we find that the structure
of the vortex lattices is very different when normal inclusions are
added to the sample; in addition, the number of vortices present
in the sample is also influenced by the number of inclusions used.
For example, in a clean sample the stationary lattice is composed
of 24 vortices, while only 23 vortices appear when M = 1 or 9,
and the number becomes 25 whenM = 49; see Fig. 4. In addition,
Fig. 4 shows that if the number of inclusion sites is smaller than
that of vortices, each site can attract and pinmore than one vortex.
For example, when M = 1, the inclusion site pins two vortices,
and the other 21 remain free from the pinning site. If the number
of inclusions is large, then each vortex is strongly pinned by one or
more inclusion sites.

From the results in Fig. 3, we observe that for the sample size
L = 20ξ , the critical current ranges from approximately 0.0438
to 0.0980. Moreover, the maximum critical current does not occur
when the number of inclusion sites is the largest. The critical
current increases and then decreases as more inclusion sites are
used. We want to ascertain the number of inclusion sites which
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Fig. 4. Phase plots of stationary vortex lattices for different numbers of normal inclusion siteswhen the critical current Jc is applied,where the radius of the circular inclusions
is r = ξ and the sample size L = 20ξ .
Fig. 5. Critical current Jc versus the number of normal inclusion sites for the sample size L = 20ξ (left), and L = 10ξ and 15ξ (right), where the inclusion radius r = ξ is
fixed. The horizontal lines give the critical currents for the case of no normal inclusions.
maximizes Jc for each sample size. In Fig. 5 we show the relation
between the critical current and the number of inclusion sites for
the samples of sizes L = 10ξ , 15ξ , and 20ξ .

We find that for a given sample size L, there exists a number
ML,c such that forM < ML,c , themore the inclusion sites, the larger
the critical current, whereas the critical current Jc decreases as M
increases whenM > ML,c . To understand why this is true, we note
that when the number of inclusion sites is small, many vortices
are unpinned and they can be easily moved by an applied current.
Thus, to keep them stationary, only a small amount of current
is allowed. In addition, in this case, two or three vortices may
be pinned by the same inclusion site and, because vortices have
a repulsive interaction on each other, it is easy for them to
escape from the inclusion site when a current is applied. On the
other hand, if M is large, then all vortices are strongly locked
by the inclusion sites, which requires a larger current to move
them, but if the number of inclusions is too large, then the
superconducting material is highly ‘‘polluted’’, which also reduces
the superconductivity and decreases the critical current. Fig. 5 also
suggests that the number ML,c is around the number of vortices
present in the sample when J = 0. For example, we haveM10ξ,c ≈

4,M15ξ,c ≈ 10, andM20ξ,c ≈ 24.

4.1.3. Effect of size of inclusion sites
Experimental observations show that not only the number but

the size of the normal inclusion sites can influence the pinning of
superconducting vortices. To better understand this phenomenon
and to see the effects on the critical current, we fix the sample size
to L = 20ξ and set the number of circular normal inclusion sites
to M = 4. We uniformly distribute the four identical inclusions
inside the sample and then see the effect as the radius of the sites
is increased.

In Fig. 6, we plot the stationary vortex lattices and give the
critical current resulting from the control algorithm for circular
normal inclusion sites as the radius r increases. Fig. 7 shows the
density and phase plots for the specific cases with r = 0.9ξ , 1.25ξ ,
1.75ξ , and 2.2ξ , where the applied current J = 0; these results
are obtained by solving the TDGL equations. In addition, in Fig. 8,
we plot the critical current versus the radius r . From the results,
we find that when the inclusion radius r is small, e.g. r = 0.5ξ ,
there are 24 vortices present in the stationary states as was the
case in Fig. 1 for L = 20ξ without inclusions; however, the lattice
is slightly changed. Furthermore, in this case no vortex is pinned
by the inclusion sites. The situation starts to change as r increases
because more than one vortex is attracted by each inclusion site,
thus changing the structure of the vortex lattice. If the radius is
further increased, then additional vortices are pinned by a single
inclusion. For example, as can be seen from Fig. 7, when r = 2.2ξ
there are six vortices located inside or around each inclusion site.
Due to the confinement of the inclusion, these vortices are highly
overlapped so that giant holes form at inclusion sites. In addition,
Fig. 7 suggests that the size of the normal inclusions also has an
influence on the number of vortices in the stationary lattices. As
shown in Fig. 1, when J = 0, there are 24 vortices in the stationary
lattice for L = 20ξ , whereas the number becomes 20 when the
inclusion radius r = 0.9ξ , 1.25ξ and 1.75ξ , and it is 28 if r = 2.2ξ .

To see the effect on the critical current, we refer to Fig. 8. If
the inclusion radius is in the approximate range 0.75ξ ≤ r ≤

1.9ξ , we obtain a larger critical current Jc than in the case where
there are no inclusion sites. If the radius is too small, e.g. r =

0.5ξ , the critical current with four inclusions is much smaller
than the case when no inclusions are added. This is because the
inclusions are approximately the same size as vortices and are too
weak to pin vortices; on the other hand, the interactions of the
inclusions and vortices change the structure of the lattice, which
may affect the boundary pinning. This phenomenon suggests that
larger inclusions should be used to get a better pinning effect.
However, inclusion sites which are too large can also reduce the
critical current; for example, when r = 2.3ξ , the critical current
becomes Jc = 1.6967e−4 which is much smaller than that of no
inclusion. In this case, the normal regions are dominant and the
superconductivity becomes very weak, which results in a small
critical current.
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Fig. 6. Vortex pinning and critical current for different inclusion radius r , where the number of normal inclusions isM = 4 and the sample size L = 20ξ .
Fig. 7. Density (top) and phase (bottom) plots of stationary vortex lattices when the applied current J = 0. From left to right: r = 0.9ξ , 1.25ξ , 1.75ξ and 2.2ξ .
Fig. 8. Critical current Jc versus the normal inclusion radius r , where the locations
of theM = 4 inclusion sites are fixed and the sample size L = 20ξ .
From the above results and those given in Section 4.1.2, we see
that usually a higher density of normal inclusions has a stronger
pinning of vortices. In this section, the density of normal inclusions
is increased by changing their size, whereas in Section 4.1.2, we
increased the density by adding more inclusions. Which one is
more effective for increasing the critical current Jc? To compare
them, Fig. 9 shows the critical current versus the percentage of
the sample area occupied by the normal inclusions for the two
approaches. This comparison suggests that if we want to keep the
impurity pollution small and have as large a critical current as
possible, then it is better to have a few larger normal inclusions
than many smaller ones, although we also see from Fig. 9 that
the critical current is more sensitive to changes in the size of the
normal inclusions than to their number.

4.1.4. Effect of shape of inclusion sites
In Sections 4.1.2 and 4.1.3, we examined how the number and

the size of circular inclusion sites affect the pinning vortices and
the value of the critical current. On the other hand, onemight ask if
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Fig. 9. Critical current Jc for different normal inclusion densities, where the sample
size is L = 20ξ .

the shape of thenormal inclusion sites also influences these factors.
In this section, we look at the pinning effect of two additional
inclusion shapes, squares and ellipses, and compare the results
with those obtained using circular shapes; in addition, we consider
different orientations for the elliptical inclusion sites. We enforce
the condition that different shaped inclusions have the same area
|Dm| = πξ 2 as a circular inclusion having radius r = ξ . In the case
of elliptic shaped inclusions, we choose the length of themajor axis
to be twice that of theminor axis. As before, the sample size is fixed
to be L = 20ξ , but now the number of inclusion sites is also fixed
as well as are their centres and areas.
Fig. 10 shows vortex pinning and critical currents for M = 4
elliptical and square shaped inclusion sites, where different orien-
tations are considered for the elliptically shaped inclusions. Sim-
ilarly, Figs. 11 and 12 present analogous results for M = 9 and
16, respectively. Comparing the results in Figs. 10–12 with those
of circular inclusion sites, we find that, in general, the square in-
clusions have a similar pinning effect as do circular inclusions, and
the structure of the resulting lattices is also similar. However, the
pinning by the elliptical inclusion sites can be very different for dif-
ferent orientations. For example, for M = 16 normal inclusions,
the maximum critical current is achieved when the major axes of
all the inclusions are parallel to the y-axis. Note that, because the
applied current is in the y-direction, all vortices move along the di-
rection parallel to the x-axis so that if the elliptical inclusions are
lined up with their major axes perpendicular to that axis, the in-
clusions act as a wall which impedes the motion of vortices. The
above observations suggest that it might be a good approach to pin
vortices by embedding thin normal stripes parallel to the direction
of the applied current; this, of course, forms a series of Josephson
junctions.

4.1.5. Effect of location of inclusion sites
In the results presented in the previous sections, the normal

inclusions were uniformly distributed in the sample region, and
we studied the pinning effect and the critical current by varying
the number, size, shape, and orientation of the normal inclusion
sites. However, the locations of the inclusion sites also play an
important role in the critical current. In [23], this phenomenonwas
demonstrated on a small sample size of L = 10ξ . In Figs. 13–15,
we display the stationary vortex lattices and the critical current for
M = 4, 9, and 16 inclusions, respectively, where the sample size
L = 20ξ .
Fig. 10. Vortex pinning and critical current for elliptical and square shaped inclusions, where the number of inclusions is M = 4 and all inclusions have the same area
|Dm| = πξ 2 .
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Fig. 11. Vortex pinning and critical current for elliptical and square shaped inclusions, where the number of inclusions is M = 9 and all inclusions have the same area
|Dm| = πξ 2 .
These results show that the critical currents for the same
number of inclusions may be very different when the locations of
inclusion sites are different. For example, in the case of M = 9
shown in Fig. 14, the critical current varies from Jc = 0.0106 to
0.0659. If the inclusions are inserted around the boundary, the
critical current ismuch smaller than that in a pure superconductor.
In contrast, it is significantly increased if all inclusions are
distributed on a straight line perpendicular to the x-axis but away
from the boundary; see Figs. 14 and 15. Similar to the results
in Fig. 12, this intense distribution builds a normal ‘wall’ which
strongly prevents the movement of vortices. These observations
again suggest that normal inclusion strips, i.e., Josephson junctions,
may have a better pinning effect than the individual inclusions. On
the other hand, the phenomena that different inclusion sites yield
different values of the critical current suggest that there may be
an optimal distribution of normal inclusions, which can provide
the best pinning of vortices. This motivates the studies discussed
in Section 4.2.

4.2. Studies with multiple optimal control parameters

In Section 4.1, we have seen that the number, size, shape, ori-
entation, and location of impurities influence the critical current.
In that section, the optimization process determined the optimal
value of the critical current with all parameters that determine the
configuration of the inclusions held fixed during that process, i.e.,
we optimized the cost functional (3.1) only with respect to J . We
did this for several values of the parameters that determine the
configuration of the inclusions and thus compared the pinning of
vortices and critical currents for different configurations.
In this section, we investigate the feasibility of adding
additional control or optimization parameters to the optimization
problem (3.3). To do this, we use the circular inclusions and require
that all inclusion sites have the same radius, i.e., rm = r , for 1 ≤

m ≤ M . A square sample with fixed size of L = 20ξ is considered.
The initial guess for the applied current J in the optimization
problem (3.3) is chosen as the critical current of the given
initial configuration of normal inclusion sites. In the first set of
simulations, we fix the locations of the inclusion sites and leave the
radius as a control variable, which gives two control parameters,
i.e., r and J , in the problem (3.3). In the next set of simulations, the
optimization problem is solved by controlling the applied current
aswell as the location of each inclusion site, whereas their radii are
fixed;withM inclusion sites, this gives 2M+1 optimal parameters.
Finally, in Section 4.2.3 we present the results where the radius
and locations of inclusion sites, as well as the applied current J , are
control parameters, and solve the optimization problem (3.3) with
2M +2 control parameters, 2M for the inclusion locations and one
each for the current and the radius of the inclusion sites, recalling
that we require all sites to have the same radius.

In the following figures, the dashed circles represent the initial
configuration of the normal inclusion sites, whereas the solid ones
are the optimal results obtained from the control algorithm.

4.2.1. Optimal size of inclusion sites
In Section 4.1.3, we have seen that for a given configuration

of inclusion sites with their locations fixed, varying the radius of
the inclusions can result in different critical currents. To better
understand the effect the size of the inclusion sites on the critical
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Fig. 12. Vortex pinning and critical current for elliptical and square shaped inclusions, where the number of inclusions is M = 16 and all inclusions have the same area
|Dm| = πξ 2 .
Fig. 13. Vortex pinning and critical current forM = 4 normal inclusions having radius r = ξ but having different locations.
Fig. 14. Vortex pinning and critical current forM = 9 normal inclusions having radius r = ξ but having different locations.
current, we consider the radius r of the inclusion as a control
parameter and minimize the cost functional (3.1) with respect
to two parameters, i.e., r and J . In all cases, we start the control
algorithm by choosing the radius r = ξ and the initial applied
current to be the critical current corresponding to the initial setting
of the inclusion sites.

In Fig. 16, we show the results usingM = 4 inclusions and com-
pare the initial configurations with those obtained by the control
algorithm. Similar results for M = 9 and 16 are presented in
Figs. 17 and 18, respectively. We find that, in general, the control
algorithm yields the results with a larger applied current. How-
ever, the increase in the applied current highly depends on the
initial locations of the inclusion sites. For example, in Fig. 17, the
applied current of the first configuration increases by of approxi-
mately 30%, and the optimal radius is much larger than the initial
one. For the third case in Fig. 17, the optimal results in both the
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Fig. 15. Vortex pinning and critical current forM = 16 normal inclusions having radius r = ξ but having different locations.
Fig. 16. Initial and optimal configurations ofM = 4 normal inclusions, where the location of all inclusion sites are fixed, but the radius is a control variable.
Fig. 17. Initial and optimal configurations ofM = 9 normal inclusions, where the location of all inclusion sites are fixed, but the radius is a control variable.
Fig. 18. Initial and optimal configurations ofM = 16 normal inclusions, where the location of all inclusion sites are fixed, but the radius is a control variable.
applied current and the radius of inclusion sites are quite close to
the initial guess. Thismay be caused by the fact that there aremany
local minima of the cost functional F [23], and the cost functional
corresponding to the initial configurations is near or at a local min-
imum. Thus, in this case, the control algorithm leads to the closest
minimum point.

4.2.2. Optimal location of inclusion sites
In contrast to the studies in Section 4.2.1, we now fix the radius

of the normal inclusions to be r = ξ , and then seek the optimal
location of those sites so as to maximize the critical current. In this
case, the parameter P in (3.2) becomes P = {xm, ym}

M
m=1 which,

along with the current J , means we have 2M + 1 controls in the
optimization problem (3.3); this is, of course, many more than
that in Section 4.2.1 where we had only two control parameters.
In Figs. 19–21, we illustrate some representative results for the
number of inclusion sitesM = 4, 9, and 16, respectively.

From Figs. 19–21, we see that the critical current is significantly
increased by controlling the locations of normal inclusion sites.
The control algorithm attempts to move the inclusion sites away
from the boundary if their initial locations are close to the sample
boundary; see Figs. 20 and 21. These observations agreewith those
found in Section 4.1.5 that the pinning effect isweak if the inclusion
sites are located around the sample boundary.

In addition, if the inclusion sites are initially located along a line
perpendicular to the x-axis, then, in the optimal results obtained
by the control algorithm, some of the centres are shifted away
from this line. To understand this, we notice from Section 4.1.2
that when the number of the normal inclusions is smaller than
that of vortices, each inclusion site pins more than one vortex; see
Fig. 4. On the other hand, all the vortices carry the same winding
number, so they have repulsive interactions on each other. If the
inclusion sites align on a line, then they attract all vortices to this
line and make the density of vortices around this line high, so that
the repulsive interactions are strong. Thus, in this case, to ensure all
vortices remain motionless, the pinning sites need to compensate
for the forces caused by the application of the current as well as
the strong interactions between vortices. The control algorithm
adjusts the locations of the inclusion sites away from the line; as
a result, it may reduce the interaction force between vortices and
allow a large critical current.
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Fig. 19. Initial and optimal configurations ofM = 4 normal inclusions, where the radius of all inclusion sites is fixed to be r = ξ , but the locations are control variables.
Fig. 20. Initial and optimal configurations ofM = 9 normal inclusions, where the radius of all inclusion sites is fixed to be r = ξ , but the locations are control variables.
Fig. 21. Initial and optimal configurations ofM = 16 normal inclusions, where the radius of all inclusion sites is fixed to be r = ξ , but the locations are control variables.
Fig. 22. Initial and optimal configurations ofM = 4 normal inclusions, where the radius and locations of the inclusion sites are control variables.
4.2.3. Optimal size and location of inclusion sites
In this section, we make a more general study by considering

both the radius and the locations of the normal inclusion sites as
control parameters.We still require that all inclusion sites have the
same radius but allow the radius to change; thus we have 2M + 2
control parameters in the optimization problem (3.3). Initially, the
radius of allM inclusion sites is chosen to be r = ξ .

The initial and optimal results are displayed in Figs. 22–24 for
the number of inclusion sites M = 4, 9, and 16, respectively.
The optimal results are quite different from those shown in
Sections 4.2.1 and 4.2.2. In addition, numerical computations show
that the optimization in this case becomes more difficult than
when only the radius or the locations, but not both, serve as control
parameters. Note that because the control ranges for the radius r ,
the location xm, and the applied current J are all different, we need
to use different increments for each kind of control parameter, and
thus there are three stepping parameters, i.e. ρr , ρx and ρJ . Thus,
how to choose a proper set {ρr , ρx, ρJ} tomake an effective control
algorithm becomes an important and challenging issue.
5. Summary and discussions

Vortex pinning and the critical current have been studied
through an optimal control problem subject to the time-dependent
Ginzburg–Landau equations, modified to account for the effect of
normal inclusions. We considered a square-shaped superconduct-
ing sample and found that its boundaries influence the nucleation
of vortices and also have a pinning effect on vortices. Numerical ob-
servations suggested that the boundary pinning becomes weaker
as the sample size increases; furthermore, the critical current ex-
ponentially decays as the sample size is increased.

To study vortex pinning by normal inclusions, we divided our
simulations into two parts. In the first part, we chose the applied
current as the only control parameter in the optimization problem,
and investigated the effect of the number, size, shape, location,
and orientation of the inclusion sites on the critical current. We
found that, in general, the higher the density of the inclusion sites,
the better the pinning effect and the larger the critical current.
However, an excessively large number of normal inclusions can
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Fig. 23. Initial and optimal configurations ofM = 9 normal inclusions, where the radius and locations of the inclusion sites are control variables.
Fig. 24. Initial and optimal configurations ofM = 16 normal inclusions, where the radius and locations of the inclusion sites are control variable.
reduce the superconductivity of the material and lead to a small
critical current. Thus, with all other parameters fixed, there is an
optimal density of pinning sites. In addition, simulations suggested
that having a few larger normal inclusions is more effective than
using many smaller ones to increase the critical current.

In the second part, the radius and the locations of the circular
normal inclusion sites were included as the control parameters in
addition to the applied current. We studied vortex pinning and the
critical current by solving an optimization problem with multiple
control parameters. In general, the control algorithm leads to a
larger critical current. However, the increase of the critical current
highly depends on the initial configurations of the normal inclusion
sites. From our numerical simulations, we found that one of the
most challenging issues in the current control problem is how
to choose the increment for the control parameters at each step,
especially when more than one control parameter is involved.
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